
 

 

Abstract 
1We present an adaptive figure-ground segmentation 

algorithm that is capable of extracting foreground objects 
in a generic environment. Starting from an interactively 
assigned background mask, an initial background prior is 
defined and multiple soft-label partitions are generated 
from different foreground priors by progressive patch 
merging. These partitions are fused to produce a fore-
ground probability map. The probability map is then bi-
narized via threshold sweeping to create multiple 
hard-label candidates. A set of segmentation hypotheses is 
formed using different evaluation scores. From this set, the 
hypothesis with maximal local stability is propagated as 
the new background prior, and the segmentation process is 
repeated until convergence. Similarity voting is used to 
select a winner set, and the corresponding hypotheses are 
fused to yield the final segmentation result. Experiments 
indicate that our method performs at or above the current 
state-of-the-art on several datasets, with particular success 
on challenging scenes that contain irregular or multi-
ple-connected foregrounds.  

1. Introduction 
Figure-ground segmentation is a fundamental operation 

with a great potential in many vision applications [1]. It 
aims at producing a binary segmentation of the image, 
separating foreground regions from their background. 
Modern approaches include solutions based on graphs, 
statistics, information theory, or variational theory [2, 3, 4, 
5]. Automatic segmentation in generic conditions is ex-
tremely difficult due to the broad diversity of visual cues in 
a natural image [6]. As a tradeoff, interactive methods [7, 8, 
9] have produced impressive results with a reasonable 
amount of user guidance. The ideas of multiple hypotheses 
and classifier fusion have also been applied to segmenta-
tion studies [10, 11, 12]. Current state-of-the-art interactive 
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segmentation methods suffer from several limitations, 
including a restrictive assumption about latent distributions 
[3], an inability to treat complicated scene topologies [9], or 
an inefficient similarity measure [13]. 

In this paper, we propose an iterative adaptive fig-
ure-ground classification method, which gives promising 
solutions in a broadly applicable environment. Foreground 
extraction is achieved by first generating a large amount of 
hypotheses through an iterated background prior propaga-
tion routine, then fusing most promising hypotheses to 
obtain the final result. The algorithm yields good result for 
challenging scenes in both segmentation accuracy and 
execution efficiency. It is not sensitive to difficult scene 
topology or loose bounding box, and reliably treats mul-
ti-connected, multi-hole foregrounds.  Another advantage 
of our method is that the spatial smoothness term essential 
in popular conditional random fields (CRF) approaches is 
removed, and hence no additional learning algorithm is 
needed for tuning a smoothness parameter. 

The rest of the paper is arranged as follows. Section 2 
briefly reviews related work. Section 3 presents our fig-
ure-ground classification framework. Section 4 presents 
experimental results and Section 5 concludes the paper. 

2. Related work 
The four major aspects of figure-ground segmentation, 

related to our work, are the definition of prior knowledge, 
similarity measures, parameter tuning, and goodness 
evaluation. Prior knowledge can provide information about 
either the foreground or background, or both [3, 14]. It can 
be assigned by users in several forms, including bounding 
boxes or seed points [11, 15], to help define hard or soft 
constraints [2, 16]. Priors can also dynamically change or 
propagate throughout the segmentation process [7, 13]. 

Similarity measures are defined over feature spaces, 
based on appearance cues like color, shape, texture and 
gradient [5, 17]. As different features often characterize 
different aspects and are complementary, recent work has 
focused on mixed feature spaces [14, 17]. In particular, 
joint color-spatial feature have been successful in many 
vision applications [18, 19, 20]. Besides traditional Eu-
clidean distance, similarity measures are often based on 
statistics or information theory [4, 13]. 

Regarding parameter tuning, a common practice is to 
learn the parameters via an energy minimization frame-
work using training data and supervised learning [21, 22]. 
The underlying assumption is that there exists a parameter 
setting that works for a variety of images represented by the 
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training set, which can then be applied equally well to the 
test set. Unfortunately, this assumption is not necessarily 
true, and bears the risk of training set bias and bad gener-
alization performance. Recent works prefer to find param-
eters that are adaptively set for each image [14, 23]. 

Finally, it is difficult for an approach that optimizes a 
single criterion to successfully segment all types of natural 
images, which contain a broad variety of visual patterns. 
Hence, recent works have developed good evaluation 
strategies to judge and combine multiple candidates [24, 
25]. Although not fully exploited, many studies have men-
tioned the power of fusing complementary information 
from multiple hypotheses [11, 12, 26]. 

In this paper we propose an algorithm that extracts 
foreground by merging good hypotheses. Our method is 
distinct from previous multi-hypothesis approaches in the 
following two aspects: First, previous works [12, 24, 26] 
generate multiple hypotheses by varying segmentation 
parameters or employing different over-segmentation al-
gorithms, resulting in multiple K-way segmentations. In 
contrast, our task of foreground extraction is a binary 
segmentation task, and we propose a novel method for 
generating binary hypotheses using a tree-structured like-
lihood propagation followed by multiple evaluation. In 
particular, since it is unknown which part of the bounding 
box contains the foreground, we generate candidate seg-
mentations by initializing the tree with various regions as 
the foreground. Second, most previous approaches lack 
effective mechanisms to choose a best one from multiple 
hypotheses in general environment and can only resort to 
some extra learning process [10, 11, 25]. In our method we 

use the idea of similarity voting, which does not require a 
learning process, to fuse soft-segmentations into a proba-
bility map and hard segmentations into a final segmenta-
tion. 

A preliminary version of our work was introduced in 
[23]. The new method presented in this paper improves 
over the original [23] in the following aspects: 1) we use a 
soft-label scheme based on foreground likelihoods, which 
leads to significant improvement in the segmentation 
quality of fine details; 2) we introduce an iterative scheme 
to propagate the background prior, which increases the 
accuracy of the segmentation; 3) maximally stable extremal 
regions (MSER) are used to define a novel score function 
for goodness evaluation and background prior propagation, 
which effectively prevent over-propagation of the back-
ground and better handles loose bounding boxes; 4) simi-
larity voting is extended for probability map generation and 
hypothesis set selection, which yields a robust classifier 
fusion from multiple hypotheses. 

3. Enhanced figure-ground classification with 
background prior propagation 

In this section, we propose an enhanced adaptive fig-
ure-ground classification framework with background 
prior propagation. Our framework is based on fusing mul-
tiple candidate segmentations, and is guided by two un-
derlying principles: 1) voting or fusion of multiple candi-
dates often has better chance than optimization of a single 
score function in classification tasks, as long as the candi-
dates are reasonably generated (even by very weak classi-

 

 

            (a)                       (b)                 (c)             (d)                            (e)                          (f)                          (g)    (h) 
Figure 1. The pipeline of enhanced figure-ground classification with background prior propagation (EFG-BPP): (a) Original image with 
box mask (Sec. 3.2), and image patches from adaptive mean-shift (Sec. 3.3); The inputs of the “hypothesis segmentation generation” are 
the image patches. (b) the box mask helps define the initial background prior; (c) Different foreground priors generate multiple soft-label 
partitions (Sec. 3.5); (d) all soft-labels are combined into one foreground probability map (Sec. 3.6); (e) Thresholding the probability map 
forms a set of hard-label candidates (Sec. 3.7); (f) A set of hypotheses is selected using evaluations by various score functions (Sec. 3.7). 
The lower-right hypothesis of (f) is the result using the MSER score function, and is propagated as the background prior for the next 
segmentation round (Sec 3.8). The inputs of the “similarity voting & fusion” block are multiple hypothesis set. (g) The winning hypothesis 
set is selected using similarity voting; (h) The final segmentation is obtained by fusing the hypothesis set (Sec. 3.9).  
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fier), and in general, more votes provide higher confidence; 
2) regarding the fusion strategy, priority should be given to 
the candidates sharing more similarities, or the hypothesis 
set with higher intra-similarity, to yield a result that satis-
fies more participants. We denote our fusion strategy of 
multiple candidate segmentations as similarity voting. The 
idea of similarity voting can be seen as an extension of the 
well-known majority vote principle in classifier fusion [27]. 
It plays an important role throughout our algorithm. 

3.1. Algorithm overview 
Fig. 1 shows the pipeline of our figure-ground segmen-

tation algorithm.  Our algorithm consists of two main 
stages: 1) hypothesis segmentation generation, and 2) sim-
ilarity voting & fusion. In the first stage, the user box 
specifies the initial background, and a large number of 
candidate segmentations are created, from which a set of 
best hypothesis segmentations are selected. By using one of 
the hypotheses to define the new background prior, the 
segmentation process is repeated to form several hypothe-
sis sets. In the second stage, the best hypothesis set is au-
tomatically selected by intra-similarity comparison, and the 
corresponding hypotheses are fused to form the final seg-
mentation. 

3.2. Bounding box assignment 
Our algorithm is based on a user-specified mask box that 

helps define the initial background prior, as in previous 
approaches [7, 15]. Either inside or outside of the box can 
be defined as the background mask, which is assumed to 
only contain background pixels. The complement of the 
background mask is the foreground mask, which may 
contain both foreground and background elements. The 
mask box can flexibly handle various cases of partial-
ly-inside or multiply connected foregrounds.  

3.3. Image patches by adaptive mean-shift 
Defining a segmentation as the grouping of nonover-

lapping regions has become popular due to its advantages 
in information transfer and computational efficiency [28, 
29, 30]. In our work, we generate an over-segmented image 
using an adaptive mean-shift algorithm (Fig. 1a). 
Mean-shift [28] is a non-parametric clustering method, 
which is based on finding the modes of the kernel density 
estimate in the feature space. We choose the mean-shift 
algorithm because mean-shift patches are better described 
statistically in comparison to other super-pixel generators 
[17]. For each pixel we extract a 5D feature vector in a joint 
color-spatial feature space, 

fx,y  L(x, y), a(x, y), b(x, y), x, y  ,            (1) 

where (x,y) are the 2D pixel coordinates and (L(x,y), a(x,y), 
b(x,y)) are the corresponding pixel values in the Lab color 

space. We use the Lab space because it is better modeled by 
a normal distribution in comparison to RGB [31]. We then 
apply the mean-shift algorithm to cluster the feature vectors, 
with pixels in each cluster forming an image patch. The 
result is a partitioning of the original image I into a set of 
non-overlapping patches RI={p1, p2, ..., pn}, where pi is an 
image patch (Fig. 2). Since we use a joint color-spatial 
feature space, the image patches tend to be visually similar 
and spatially compact. 

   
(a) original & mask    (b) initial patches        (c) adaptive patches 
Figure 2. Example of over-segmentation by adaptive mean-shift. 

In the mean-shift algorithm we use two bandwidth pa-
rameters for the kernel, hs for the spatial features (x, y) and 
hr for the color features (L, a, b). The bandwidth controls 
the smoothness of the estimate, and ultimately determines 
the number of mean-shift patches obtained [28]. Different 
initial settings lead to different image patch sets, only some 
of which are suitable for the subsequent classification [32]. 
This is illustrated in Figure 2, where the default setting of 
hs=7 and hr=6 generates cluttered patches and fails to 
transfer the background prior reliably into the region of 
interest. Nevertheless, a bandwidth setting hs=10 and 
hr=8.6 (determined by our adaptive scheme) generates 
more consolidated patches. 

Based on the relationship between the bandwidth pa-
rameters and the covariance matrix of the multivariate 
normal distribution [33], we propose the following scheme 
to adaptively set the bandwidths. First, an initial mean-shift 
segmentation is performed with the default bandwidths 
hs=7 and hr=6. Next, patches overlapped with the fore-
ground mask region are collected into the set F0, and the 
3x3 covariance matrix i

(rr) of the color features, and the 
2x2 covariance matrix i

(ss) of the spatial features are cal-
culated for each patch pi. Finally, the adaptive bandwidths 
are estimated by averaging the color/spatial variances over 
all collected patches in F0, 

  hs 
1

F0

1

2
trace(i

(ss) )
iF0













, hr 

1

F0

max(diag(i
(rr ) ))

iF0

  .   (2) 

Whereas hs is estimated from the variance in both x- and 
y-coordinates, hr is estimated by averaging the Lab com-
ponents with largest variance, due to the observation that 
this component often dominates in the Lab space. The 
mean-shift algorithm is run again with the adapted band-
widths to obtain the final patches2. By using the statistics 

 
2 The bandwidth could be updated iteratively with multiple runs of 

mean-shift.  However, we did not see any improvement using more than 
one update, and the iterations sometimes did not converge to a fixed value, 
but instead oscillated within a small range. 
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from the foreground mask, our approach tunes the band-
width parameters to form better representative patches. 

In some cases, when the background contains repetitive 
cluttered textures, the adaptive mean-shift may still pro-
duce too many image patches, and cause the background 
patches to be mainly distributed along the mask boundary 
(as in Fig. 3). This will lead to a poor estimate of the 
background prior and a poor segmentation. We suggest a 
simple heuristic to identify and circumvent these cases. If 
the initial mean-shift creates too many patches (>300) 
within the mask region, we double the bandwidths (hs=14, 
hr=12) to group together pixels in a larger neighborhood to 
make larger patches. Larger bandwidths merge small 
patches into bigger ones and extend background prior 
deeper into the mask region. 

   
(a)                            (b)                             (c) 

Figure 3. Larger bandwidths for cluttered textures: (a) image; 
mean-shift patches using (b) small and (c) large bandwidths. 

3.4. Similarity measure between patches 
In the next stage of the segmentation pipeline, patches 

are gradually assigned likelihood labels, based on their 
similarities to the patches labeled earlier. We will represent 
a region as the set of its patches. Hence, we must first de-
fine a suitable dissimilarity measure between two patches, 
and between a patch and a region. 

To remain consistent with the underlying probabilistic 
framework of the mean-shift algorithm, we model each 
mean-shift patch pi as a multivariate normal distribution 

),( iiN   in the 5D feature space defined in (1), where the 
mean vector i  and the covariance matrix i  are estimated 
from the patch. All patches are eroded with a 3x3 structural 
element to avoid border effects. 

The Kullback-Leibler divergence (KLD) can be used to 
measure dissimilarity between two distributions, but is not 
symmetric [34].  Here, we use the minimum KLD between 
two patches as our dissimilarity measure,  

D(p1, p2 )  min(KL(p1, p2 ), KL(p2, p1)) ,         (3) 

where patches p1 and p2 are represented by two Gaussians, 
with distributions ),( 11 N  and ),( 22 N , and the KLD 
between two d-dimensional Gaussians is [34] 
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Eq. (3) is a symmetrized version of the KLD in (4), and has 
an intuitive interpretation that two patches are similar if 
either of them can be well described by the other. With this 
dissimilarity the background holes illustrated in Fig. 4 can 
be reliably identified as similar to the background. 

                            
(a) An example image;    (b) the two corresponding distributions     
Figure 4. An illustration of minimum KL divergence. p1 and p2 are 
two non-adjacent mean-shift patches modeled by multivariate 
normals. p2 is a local sample of p1. KL(p1,p2) is large but KL(p2,p1) 
is small. By using the minimum of the 2 values, the two patches 
will have low dissimilarity and will likely be grouped together. 

A region in an image (e.g., the background) is repre-
sented as a set of patches, },,{

1 Krr ppR  , where {rk} are the 
indices of the patches forming the region. Using the dis-
similarity between patches in (3), we define the dissimi-
larity between a patch p and region R as the minimum 
dissimilarity between the patch p and any patch in R, 

 D(p, R) min
rR

D(p, r) .              (5) 

We define the dissimilarity between two regions R1 and R2 
as the minimum dissimilarity between their patches, 

D(R1, R2 )  min
rR1, pR2

D(r, p) min
rR1

D(r, R2 ).         (6) 

Note that both background and foreground can be mul-
ti-modal. That is, patches in one region (e.g., background) 
may have very different distributions (e.g., sky and grass). 
Therefore, for the patch-region dissimilarity, we use the 
minimum dissimilarity so as to match the patch to the most 
similar part in the region. Likewise, the minimum dissim-
ilarity measure between two regions implies that they are 
similar if they have patches in common (e.g., both contain 
sky). In our context, using alternatives such as median 
dissimilarity or max-min dissimilarity may not work well 
due to the regions being multi-modal. 

3.5. Soft-label partitions 
With the patch distances defined in Section 3.4 we next 

describe our foreground extraction algorithm. Under the 
assumption that the user-specified box provides sufficient 
background statistics, we first initialize the background and 
foreground priors (Fig. 1b), and then gradually compute a 
soft-label partition (Fig. 1c). Formally, our objective is to 
assign each image patch pi a likelihood (soft-label) of be-
longing to the foreground category, denoted by L(pi). 

The partitioning process proceeds as follows. First, all 
patches pi overlapping with the background mask form the 
initial background prior B, and are given zero likelihood, 

L(pi )  0,  pi B .               (7) 

Next, the initial foreground region F0 is formed using the 
set of patches that are sufficiently far from B, 
 F0  pi D(pi, B)  Dt ,               (8) 

where Dt is a foreground threshold whose value will be 

KL(p1,p2)=246.07
KL(p2,p1)=    5.95
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discussed at the end of the subsection. The foreground 
likelihood of these initial foreground patches is set to 1,  
 

0,1)( FppL ii                   (9) 

The remaining unlabeled patches are progressively la-
beled with patches furthest from the background consid-
ered first, i.e., in descending order based on their distances 
from the background prior B, D(pi,B). Let Θ be the set of 
currently labeled patches. For each patch pi under consid-
eration, a local conditional probability with respect to any 
labeled patch pj∈Θis computed by comparing the dis-
tances from pi to the background prior B and pj using the 
softmax (logistic) function, 

),(),(

),(

)|(
BpDppD

ppD

ji
iji

ji

ee

e
ppl






 .         (10) 

Because the feature space represents both color and loca-
tion, (10) will give high likelihood when the two patches 
are both visually similar and spatially close together, while 
also being dissimilar to B. The overall likelihood of patch pi 
being foreground is estimated by calculating the maximum 
likelihood score over all preceding patches, 

L(pi )  max
pj

L(pj )l(pi | pj ) .           (11) 

Eq. (11) considers both the conditional probability of the 
current patch being foreground given the labeled patch, and 
the probability of the labeled patch also being foreground. 
Note that these patches are not explicitly assigned a fore-
ground or background label, but instead assigned a likeli-
hood of being foreground, based on foreground likelihood 
of preceding labeled patches. After all unlabeled patches 
are processed with (11), a likelihood L is defined for every 
patch, resulting in a soft-labeling of foreground regions in 
the image. The procedure is summarized in Algorithm 1. 

Algorithm 1. Soft-label partitioning 
Input: Image patches RI={p1, p2, ..., pn}, background mask K, 
threshold Dt. 
Output: Foreground likelihood L(pi) for each patch pi.  
Initialize background prior: B={pi | pi∩K≠ϕ}. 
Initialize foreground: F0={pi | D(pi,B) > Dt}. 
Initial labels: L(pi )  0,    pi B ;  L(pi ) 1,    pi F0

. 

Initial labeled set:  BF0
. 

Repeat  
1. Find furthest patch: pi  argmax

pi
D(pi, B) 

2. Conditional probabilities: l(pi | pj ) 
eD( pi , pj )

eD( pi ,pj )  eD( pi ,B)
, pj  

3. Foreground likelihood: L(pi )  max
pj

L(pj )l(pi | pj )   

4. Update labeled set:  pi
 

Until no more unlabeled patches. 

Overall, the above soft-label method can be interpreted 
as a likelihood-tree growing procedure, as shown in Fig. 5. 
The initial foreground F0 is the root of the tree. The like-

lihood of being foreground is propagated from node to 
node as the tree grows in a top-down manner. 

Finally, the hard-label partition, used in our preceding 
work [23], can be obtained by replacing the softmax func-
tion in (10) with a hard binary-valued function, 

lhard (pi | pj ) 
1 if D(pi ,pj )  D(pi ,B)

0 if D(pi,pj )  D(pi ,B)






.       (12) 

Using (12), pi will be marked as foreground only if it is 
more similar to some other foreground patch than the 
background B. This corresponds to a greedy labeling 
method, where the foreground set, F={pi|L(pi)=1}, is up-
dated when a new patch is assigned to the foreground. 
 We now turn our attention to the threshold Dt that de-
termines the initial foreground region F0. The choice of 
threshold is important since it may lead to different tree 
structures and hence different soft-label partitions (e.g., see 
Figs. 5d and 5e).  Rather than select a single threshold, we 
instead consider multiple thresholds, i.e., multiple fore-
ground initializations, and produce various candidate 
soft-label partitions for consideration. In practice, we use 
all thresholds Dt between the lower and upper bounds, Dl=5 
and Du=50. This interval allows a large enough set of initial 
foreground priors but excludes unnecessary initializations3. 
Since there are a finite number of possible D(pi,B) values 
(one for each image patch), we only need to try a finite 
number of thresholds. In particular, we sort all values of 
D(pi,B) within the interval [Dl,Du] in ascending order and 
use the midpoints between two successive values as the set 
of thresholds. Running the soft-label partitioning method 
for each threshold, we obtain a large set of soft-label par-
titions. The size of the set depends on the number of 
patches in the image. Simple images will have few patches 
(<5), whereas cluttered images will have more patches 
(>100), and thus a larger set of soft-label partitions. 

3.6. Foreground probability map 
We next build a foreground probability map by fusing all 

soft-label partitions (Fig. 1d). The fusion is based on the 
idea of similarity voting. That is, partitions sharing more 
similarities are given higher influence. Denote Fi as the i-th 
soft-label partition from the previous stage, and Fi

m as the 
likelihood value of the m-th pixel in Fi, where pixels take 
the likelihoods of their corresponding patches. We define 
the similarity between two soft-label partitions Fi and Fj by  

 d(Fi, Fj ) ( Fi
m Fj

m

m1

M

 ) / ( sign(Fi
m Fj

m

m1

M

 )) ,    (13) 

 
3  The KL divergence values calculated in (4) are typically dominated by 
the Mahalanobis distance term, which follows a 5-dof χ2 distribution under 
multivariate Gaussian [35]. For a random sample from B, Dl=5 and Du=50 
set it as foreground with chances p=0.42 and p=10-9 respectively. 
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where M is the total number of pixels, and sign(x) is 0 when 
x=0 and 1 when x>0.  When Fi and Fj are hard-label parti-
tions (i.e., sets of foreground pixels), (13) reduces to the 
scale invariant measure [36], 

)(/)(),( jijiji FFFFFFd  ,         (14) 

where ⊕ and ∪ denote symmetric difference and union of 
two sets, and |F| denotes the cardinality of a set F. We then 
construct a symmetric affinity matrix A with entries 

A(i, j)  exp(d(Fi, Fj )
2 / 2 2 ) ,          (15) 

where 2  is the variance of the pairwise distances between 
all partitions {Fi} [7, 30]. Finally, a real-valued probability 
map is calculated as the weighted sum of the soft-label 
partitions {Fi}, 


i

ii FwP 2 .                (16) 

The weight vector w  is determined using the following 
constrained optimization problem, 
   max  wT Aw, s.t. w

2 1.           (17) 

Eq. (17) is a standard Rayleigh quotient problem [37], and 
the optimal w is given by the top eigenvector of A. Intui-
tively, the weights found by (17) are higher for partitions 
sharing more similarities. In short, the probability map is 

computed as the weighted sum of all soft-label partitions, 
where larger weights are given to more similar partitions. 
This corresponds to a similarity voting process leading to a 
better probability map, compared to [23]. Some example 
probability maps are given in Figs. 1d and 7a. 

3.7. Hypothesis segmentation set 
Given the foreground probability map, a set of candidate 

segmentations is formed by thresholding the probability 
map P (Fig. 1e). Due to the finite number of patches, the 
probability map P contains a finite number of values πi 

(i=0..n). Therefore, it is easy to create multiple hard-label 
(binary-valued) candidates from P by brute-force thresh-
olding. In particular, first we sort all values of πi in as-
cending order, 

0 = π0 < π1 < π2 < … < πn = 1.             (18) 
We have π0=0 and πn=1 because there must be some defi-
nite foreground and background regions in a valid proba-
bility map. We then define a threshold set T={ti}i=1..n as the 
midpoints between two successive probability values, ti = 
(πi-1+πi)/2. This threshold set T is used to binarize the 
probability map P into n hard-label candidates 

(a)                                                 (b)                                                     (d)                                          (e) 
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Figure 5. Two examples of tree-structured likelihood propagation as soft-labeling. The demo image in (a) has 7 patches. The background 
prior is B (striped area). Patches p1-p6 are the unlabeled regions (white area), sorted in descending order by their distance to the back-
ground prior.  (b) Table of conditional probabilities l(pi|pj) that pi is foreground given pj is foreground.  (c) Iterations to generate a tree 
structure using p1 as foreground.  Foreground likelihood scores are denoted as Li = L(pi).  White segments and solid arrows form the 
current tree structure Θ.  The gray segment is the current segment under consideration, and dashed lines are candidate connections be-
tween the current segment and existing nodes in the tree.  In each iteration, the likelihood scores Lji=l(pi|pj)L(pj) are calculated for current 
patch pi to each existing tree node pj, and the maximum value (bold) is selected to add the segment to the tree.  (d) The tree structure using
p1 as the foreground prior, resulting from iterations in (c).  (e) A different tree structure that uses p1 and p2 as the foreground prior.
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From these hard-label candidates we select promising 
segmentations according to various evaluation scores, 
denoted as the hypothesis set (Fig. 1f). Taking into account 
the fact that perceptually meaningful segmentations may 
correspond to different cost functions, we generate multiple 
segmentation hypotheses from multiple evaluation scores. 
In particular, we prefer evaluation scores that encourage 
different types of segmentations. We consider three score 
functions from different points of view, which are de-
scribed below.  Other scores could also be used to incor-
porate any available prior knowledge (like texture or 
shape). 

The average-cut (a-cut) score is defined as the average 
of the distances D(f,B) from each foreground patch f to the 
background set, i.e. the selected threshold is given by 

t (a)  argmax
tT

1

F(t)
D( f , B(t))

fF (t )

 ,          (20) 

where F(t) and B(t) are respectively the foreground and the 
background groups in the final segmentation map com-
puted from the threshold t. The a-cut score finds a split of 
foreground and background such that the average distance 
between the two is large. It is also related to the “average 
cut” used in spectral partitioning [30], but here we only 
consider the foreground region when calculating the score. 

Inspired by the maximum-margin principles of support 
vector machines (SVMs), the maxmin-cut (m-cut) score 
maximizes the minimum distance between foreground and 
background patches, 

))(),((maxarg)( tBtFDt
Tt

m


 .                      (21) 

The m-cut score prefers segmentations where the fore-
ground and background regions have a wide boundary in 
the feature space, corresponding to the optimization of (6).  

The third score is based on the idea of maximally stable 
extremal regions (MSER) [38], which tries to maximize the 
local stability of a candidate over the threshold set T. Re-
cent evaluations reveal that the MSER detector [38] ex-
hibits good performance on a variety of benchmarks [39]. 
The original MSER detector finds regions that are locally 
stable over a wide range of thresholds. In contrast to pre-
vious works, we make a modification by using the full 
foreground map instead of a local connected region to 
define MSER, and only considering the global maximum 
over the whole threshold set T. In our context, the threshold 
selected by MSER score is defined by 

t (M )  argmin
tiT

 
F(ti1)  F(ti1)

F(ti )
,           (22) 

where {ti-1, ti, ti+1} are three consecutive thresholds in the 
threshold set T, and |F| denotes the area of the region F.  
The adoption of the region area as the denominator term in 
(22) makes the MSER score favor larger foreground re-
gions. Therefore, it is particularly good when a tight mask 

box is assigned. More importantly, the MSER score is 
sufficiently robust to allow for the background prior to be 
updated iteratively, which will be discussed in Sec. 3.8. 

Figure 6 plots an example of the three score functions, 
while varying the threshold ti. It is worth mentioning that 
different segmentations may have the same m-cut score. 
For example, in Figure 6c within the [82, 84] interval the 
same m-cut score corresponds to 3 different candidates. 
This means the solutions to m-cut may not be unique. 
Different m-cut solutions along the optimal interval tend to 
have slightly different appearances. Hence, we select two 
hypotheses from the m-cut score function, corresponding to 
the left and the right ends of the optimal interval. Thus, in 
total we have four hypothesis binary segmentations, one by 
MSER, one by a-cut, and two by m-cut. Figure 7 shows an 
example of building hypotheses from the probability map. 

      
Figure 6. Three ti-score curves for the image of Figure 2. A 
log-plot is used for the MSER curve to show the minimum clearly. 
The hypothesis segmentations are selected as the minimum of the 
log(MSER) curve, and the maxima of the a-cut and m-cut curves. 
In this example with 87 hard-label candidates, the optimal values 
are taken at t9, t86, and t85 respectively by the three score functions. 

 
Figure 7. Example probability map and hypothesis set for the 
image in Figure 2. a) probability map (Sec. 3.6); b) multiple 
binary candidates by thresholding (Sec. 3.7); c) 4 hypothesis 
segmentations selected by different evaluation scores, corre-
sponding to the 3 optimal points of Figure 6 (Sec. 3.7). 

3.8. Iterated background prior propagation 
The result of Sec. 3.7 is a set of hypothesis segmenta-

 

(a) (b) 

(c)

(a) ti-log(MSER) curve
 
 
 
(b) ti-acut  curve 
 
 
 
 
(c) ti-mcut curve 
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tions.  The background region of one of these segmenta-
tions can be used as the background prior for a new round 
of segmentation (Algorithm 2), which we call background 
prior propagation (BPP). We use the background from the 
MSER segmentation for BPP because of its favorable 
properties mentioned in Sec. 3.7. The process iteratively 
continues until the background prior stops changing be-
tween iterations. The convergence of BPP is guaranteed 
because image patches can only be added to the back-
ground prior in each round.  Hence the background prior 
region can only grow until it reaches a stable point, or, very 
rarely in our context, covers the full image. The fact that 
MSER favors bigger foreground regions contributes to the 
prevention of over-propagation of the background. 

Figure 8 shows the background priors after three itera-
tions of BPP for a few example images with complicated 
foreground topologies (multiple hole, multiply connected, 
or irregular contours). These examples demonstrate how 
the background prior gradually propagates into the region 
of interest and builds multiple hypotheses. 

     

     

     

     

     
   original     Iteration 1    Iteration 2   Iteration 3   Final result 

Figure 8. Examples of iterative background prior propagation. 
Columns 2, 3, 4 show the negative background priors after the 
first three iteration rounds respectively. Column 5 shows the final 
result by fusing the four hypotheses of the winner round. 

Each round of BPP is associated with a hypothesis set. 
Due to the risk of over-propagation or under-propagation, 
the best hypothesis set is not necessarily the first or last 
iterations. In the next subsection, we design a winner se-
lection strategy to automatically select a good hypothesis 
set. The final results in the last column of Fig. 8 show the 
effectiveness of our selection method. 

3.9. Hypotheses selection and fusion 
After convergence, BPP generates several sets of hy-

pothesis binary segmentations, with one set from each BPP 

iteration round. An automatic mechanism is required to 
build a final result from the hypotheses sets of all iterations 
(Figs. 1g and 1h). Direct fusing all these hypotheses is not a 
good choice due to the risk of including over-propagated 
backgrounds. Instead, based on the principle of similarity 
voting, we choose the set with highest intra-similarity for 
the final fusion. The motivation is that under a good ini-
tialization, the results selected by different evaluation 
scores are generally consistent and correct, whereas under a 
bad initialization, the results selected by different evalua-
tion scores are generally inconsistent and unreliable. We 
denote the hypothesis set of 4 binary segmentations in the 
jth iteration of BPP as Hj={Hj

MSER, Hj
acut, H

j
mcut1, H

j
mcut2}.  

For each hypothesis set Hj, we calculate the mean pairwise 
similarity within the set, 







ba

mcutmcutacutMSERba

j
b

j
a

j HHsHs
}2,1,,{,

),(
12

1
)(

        (23) 

where the similarity between two binary segmentations H1 
and H2 is defined as the Jaccard index [16], 

 212121 /),( HHHHHHs  .          (24) 

The set with the largest mean similarity s(Hj) is selected as 
the winner set H. Finally, from the 4 binary-valued hy-
pothesis maps H={HMSER, Hacut, Hmcut1, Hmcut2} of the win-
ner set, we compute the final foreground map F by a simple 
pixel-wise majority vote, 

)2)(( 21  mcutmcutacutMSER HHHHF .      (25) 

Algorithm 2. Enhanced figure-ground classification with back-
ground prior propagation (EFG-BPP) 
Input: A target image I and a background mask. 
Output: foreground segmentation F. 
Initialization: Set initial background prior B0 as the set of image 
patches overlapping the background mask.  Set j=0. 
Calculate image patches using adaptive mean shift (Sec 3.3).  
Repeat  

1. Generate soft-label partitions from Bj (Alg. 1, Sec. 3.5).  
2. Compute a real-valued probability map Pj (Sec. 3.6) 
3. Generate hard-label candidates from Pj, and obtain a hy-

pothesis set Hj using different score functions (Sec 3.7). 
4. Use the MSER segmentation Hj

MSER to define a new back-
ground prior Bj+1 (Sec. 3.8) 

5. j = j+1; 
Until (Bj== Bj-1) 
Select the winner hypothesis set from {Hj} based on intra-set 
similarity (Sec. 3.9): H={HMSER, Hacut, Hmcut1, Hmcut2}. 
Calculate the final segmentation via majority vote (Sec 3.9): 
      )2)(( 21  mcutmcutacutMSER HHHHF . 

The full framework is summarized in Algorithm 2. Note 
that most parameters in our system are set automatically 
based on the image, and our multiple hypotheses frame-
work is based on generating segmentation candidates using 
all possible thresholds. In addition, because segmentation is 
based on soft-labeling and multiple hypothesis segmenta-
tions are kept, the effects of erroneous outputs in each stage 
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of the pipeline are minimized. 

4. Experiments 
In this section, we evaluate our algorithm. Experiments 

are run on a notebook computer with an Intel core-i7 CPU 
2.7Ghz processor and 4GB RAM. Our algorithm is im-
plemented in MATLAB and is available online4. 

4.1. Evaluation of segmentation results 
We make a comprehensive comparison using four image 

datasets with ground truths; Weizmann 1-obj (100 images), 
Weizmann 2-obj (100 images) [40], IVRG [41] (1000 
images), and grabcut [42] (50 images). We denote our 
enhanced figure-ground classification using soft-label 
partitions and background prior propagation as EFG-BPP. 
We also test the performance using hard-label partitions 
with (12), which is denoted as EFG-BPP (hard-label).  We 
also compare against grabcut [7] and other methods 
[4,11,28,43]. The initial mask box is assigned by the user 
and is fixed for comparisons between box-based methods. 

 
4  
 http://www.graphics.pku.edu.cn/members/chenyisong/projects/Figure
GroundPuzzle/ FGpuzzle.htm 

We first qualitatively examine the major benefits of our 
segmentation method on some examples. Figure 9 displays 
some example segmentations from the Weizmann dataset. 
EFG-BPP successfully labels background holes and mul-
tiply connected components, and identifies many details 
missed in the manual-made truths. Figure 10 shows some 
example segmentations from the IVRG dataset. In com-
parison to grabcut [7], EFG-BPP exhibits qualitatively 
better performance, mainly when segmenting complicated 
foreground and background shapes. 

The performance on each image is evaluated using 
F-measure, F=2PR/(P+R), where P and R are the precision 
and recall values [43]. Table 1 reports the 95% confidence 
intervals of the average F-scores of both hard-label and 
soft-label EFG-BPP. We also give the output of the first 
and the last iteration of BPP for both schemes. We note that 
even in the absence of background prior propagation, the 
result of the first iteration is sufficiently good. By em-
ploying background prior propagation and automatic hy-
potheses selection the result becomes better. It is worth 
noting that the performance of the last iteration slightly 
degrades for the Weizmann and IVRG datasets. This in-
dicates that the best result is not necessarily reached at the 
time of convergence, but may instead come in some earlier 
iteration round. Intelligently selecting and leveraging mul-
tiple hypotheses improves the F-measure on all the datasets. 
This validates the principle of similarity voting. That is, we 
should encourage more candidates to participate in a 
multiple hypothesis scheme, and similarity comparison 
plays an important role in smart hypothesis selection. 
Finally, the foreground map closest to the ground truth in 
all hard-label candidates (last column of Fig. 9) forms an 
upper bound for the figure-ground classification method. 
The EFG-BPP result performs close to this upper bound. 

    

   

   

   

   

   

   
original & mask   ground truth         EFG-BPP      best candidate
Figure 9. Weizmann examples. Rows 1-3 are 1-obj examples. 
Rows 4-8 are 2-obj examples. The EFG-BPP result is equally
good as the user selection for rows 1, 2, 4, 6, & 7; and slightly 
worse on the remaining rows. The outside of the blue boxes or the
inside of the red boxes define the background masks. 

   

   

   
Figure 10. IVRG examples. Top: image & mask; middle: grabcut
results; bottom: EFG-BPP results. 
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The last row of Table 1 shows the results of several 
reference algorithms [4,7,11,28,43]. EFG-BPP performs 
slightly better than the state-of-the-art techniques for single 
connected foregrounds (Weizmann 1-obj), and outper-
forms the state-of-the-art on multiple connected fore-
grounds (Weizmann 2-obj). For the grabcut image set, we 
also compare the error rate with the result reported in [13]. 
The error rate is defined as the percentage of mislabeled 
pixels within the initial box mask. Table 2 shows that 
EFG-BPP has lower average error rate than grabcut [7] and 
iterated distribution matching [13]. Figure 11 compares the 
performance of grabcut and EFG-BPP for the Grabcut and 
IVRG image sets. The x-axis is the F-score threshold, and 
the y-axis is the number of images with an F-score greater 
than this threshold. The figure shows that EFG-BPP gen-
erates fewer poor segmentations. 

Table 2. Average error rate comparison on the grabcut dataset 
EFG-BPP EFG-BPP(hard-label) grabcut[7] distribution matching[13]

4.3% 5.2% 8.1% 7.1% 

 
(a) Grabcut dataset                  (b) IVRG dataset 

Figure 11. Comparison between EFG-BPP and grabcut. 

    
Figure 12. Figure-ground switching examples. 
Left: original & mask; right: EFG-BPP result 

For some scenes the contour separating foreground and 
background may take a very complicated shape. This 
makes it difficult to assign a box mask providing sufficient 
information about the background. To handle these images 
we switch the roles of foreground and background. Namely, 
at the initialization stage we take the foreground region as 
the background, and assign a bounding box fully enclosed 
by it (the green boxes in Fig. 12). After the segmentation 
we reverse the foreground and the background to obtain the 

final result. Fig. 12 shows two images that can be improved 
by this switching operation. 

We also evaluate EFG-BPP on the Berkeley segmenta-
tion dataset [44]. Figure 13 gives the results of some chal-
lenging images in the Berkeley dataset (rows 1 & 2) and the 
grabcut dataset (row 3). The adaptive bandwidth parame-
ters {hs,hr} computed by (2) are also given. Note that the 
adaptive bandwidths can vary a lot for different scenes, and 
our adaptive initialization works well in finding suitable 
bandwidths, and generates good mean-shift patches. The 
images in the figure show that EFG-BPP can handle chal-
lenging background or foreground topologies. As a typical 
example, almost all connected components and all holes in 
image 370036 are successfully identified. 

4.2. Evaluation of soft- and hard-label schemes 

 The soft-label scheme performs better than the 
hard-label scheme at the cost of slightly slower running 
time (see Table 1). For simple scenes the outputs of the two 
schemes are often the same or have only minor differences. 
For cluttered scenes the two schemes are more likely to 
output different results. The soft-label scheme has better 
chance of keeping fine details, due to the soft likelihoods 
that are transferred to the probability map. Some different 
outputs are given in Figure 14 for comparison. 

image       hard-label   soft-label       image      hard-label    soft-label 

       

      

      

      
Figure 14. Example results comparing hard-label and soft-label 
schemes. The soft-label result outperforms hard-label in the first 3 
rows, but performs slightly worse for the last row. 

Table 1. F-measures on four image datasets. Bold indicates best accuracy among all methods, excluding user-select. 
 Weizmann 1-obj Weizmann 2-obj IVRG images Grabcut images 

EFG-BPP (hard-label) 
first iteration 
last iteration 

0.93 0.010 (4.77s) 
0.93 0.011 (3.21s) 
0.92 0.014 

0.89 0.019 (2.12s) 
0.88 0.021 (1.91s) 
0.88 0.021 

0.94 0.005 (4.02s) 
0.94 0.004 (3.74s) 
0.93 0.006 

0.93 0.018 (12.09s) 
0.91 0.027 (10.38s) 
0.92 0.021 

EFG-BPP 0.94 0.010 (4.82s) 0.90 0.017 (3.09s) 0.95 0.003 (5.80s) 0.93 0.017 (25.99s) 
first iteration 0.93 0.011 (3.28s) 0.89 0.017 (2.34s) 0.94 0.003 (4.90s) 0.92 0.023 (15.90s) 

last iteration 0.92 0.014 0.88 0.022 0.93  0.006 0.92 0.021 
user-select (upper bound) 0.95 0.009 0.91 0.015 0.96  0.002 0.95 0.013 

Nearest competitors 0.85 0.035 [7] (5.67s)
0.93 0.009 [11] 
0.87 0.010 [4] 

0.81 0.044 [7] (3.95s)
0.68 0.053 [43] 
0.66 0.066 [28] 

0.93 0.006 [7] (4.96s) 0.89  0.035 [7] (12.95s)
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4.3. Evaluation of background prior propagation 

Overall, about 80% of the time, EFG-BPP converges 
within three iterations of BPP, and most of them select the 
first round as the winner. This suggests that our method still 
can perform well without BPP. Nevertheless, we have seen 
in Table 1 that the output of the first loop is not necessarily 
the best one. For some cluttered scenes, it may take as long 
as 10 iteration loops to propagate the background prior 
deeply into the region of interest. The performance gain of 
background prior propagation mainly comes from these 
long iterations. Figure 15 displays some example images 
that take more than 5 iterations before reaching conver-
gence. Although over-propagation occurs in some trials 
(row 4 of Fig. 15, and rows 1, 2, & 4 of Fig. 8), similarity 
voting is able to make a good selection from all iteration 
rounds and output a satisfactory result. 
image&mask        background propagation iterations      final 

        

        

       

          
Figure 15. Some examples of long iterations of BPP. 

Table 3 compares the three selection strategies from the 
BPP results: similarity voting (auto), first iteration, and last 

iteration. Note that multiple strategies can produce the best 
segmentation at the same time. The three strategies are 
consistent to a large extent, with each obtaining good re-
sults in at least 70% of the trials. 
Table 3. The number of times each selection strategy obtained the 
best segmentation. The value in () is the total number of images in 
the images set. 

 Weiz1(100) Weiz2(100) IVRG(1000) Grabcut(50) Sum 
Auto 81 88 811 41 1021 
First 79 77 725 36 917 
Last 74 82 744 38 938 

An interesting observation is that the last iteration out-
puts better results more times than the first iteration 
whereas the F-score is inferior as shown in Table 1. This is 
due to the higher risk of over-propagation in the 
last-iteration. Even though over-propagation occurs only in 
a small number of trials it can cause significant drop of the 
F-score. The auto-choice (EFG-BPP) consistently outper-
forms the two competitors in both F-scores and number of 
best segmentations. This provides strong evidence for the 
power of similarity voting as a winner selection criterion. 
Some examples of the three schemes are given in Fig. 16. 

4.4. Evaluation of initial mask box 
The background prior propagation mechanism makes 

EFG-BPP tolerant to loose initial mask boxes around the 
foreground subject, since for each iteration the background 
region can move further into the initial box. We test 500 
IVRG images that allow looser bounding boxes while 
keeping parts of the background prior. For each image, we 
manually assign the maximally allowed range of the 4 
edges of the mask box such that some common parts of the 

    
          117054 {10, 8.56}                    227046 {12, 4.64}                      62096 {8, 5.76}                        253036 {6, 4.84}                       21077 {11, 5.54}  

    
          314016 {9, 4.77}                      361084 {6, 6.97}                      361010 {9, 7.92}                 310007 {15, 4.53}                     370036 {6, 4.93} 

      
   388016 {13, 5.33}    227092 {15, 2.73}   181079 {13, 6.99}        grave {7, 4.24}              sheep {6, 4.22}           person3 {8, 4.31}          person5 {9, 4.03} 

Figure 13. Some foreground extraction results for Berkeley and Grabcut datasets. 

This is the author's version of an article that has been published in this journal. Changes were made to this version by the publisher prior to publication.
The final version of record is available at http://dx.doi.org/10.1109/TIP.2015.2389612

Copyright (c) 2015 IEEE. Personal use is permitted. For any other purposes, permission must be obtained from the IEEE by emailing pubs-permissions@ieee.org.



 

 

background remain, and test various box sizes within the 
range. Table 4 shows that EFG-BPP is stable and insensi-
tive to looser boxes, and outperforms both the first and last 
iterations of BPP. Fig. 17 shows example segmentation 
results by various mask box sizes. Fig. 18 shows that dif-
ferent mask boxes can be used to successfully extract dif-
ferent foreground elements. 
Table 4. Results of EFG-BPP for various mask box sizes on 500 
IVRG images. Each column shows the average F-measure when 
randomly expanding the box edges within a range of allowed 
values (as a percentage of the maximum allowed value). 

 0%(Tight) 0-33% 33-67% 67-100%(Loosest)
EFG-BPP 0.94 0.004 0.94 0.005 0.94 0.005 0.94 0.005
First iter. 0.94 0.004 0.93 0.005 0.93 0.006 0.93 0.006 
Last iter. 0.93 0.008 0.92 0.008 0.93 0.008 0.93 0.007 

 

       

       
(a) tight box      (b) small box size (c) medium box size  (d) large box size 

Figure 17. Examples of varying box sizes and the corresponding 
segmentations. 

   

   
Figure 18. Example segmentations from different mask boxes 

4.5. Failure cases 
Figure 19 shows two failure cases of EFG-BPP. In 

general, the method fails if the background prior does not 
match true background well. This can be caused by similar 
foreground and background appearances (Fig. 19a), or too 
cluttered background which prevents successful back-
ground prior propagation (Fig. 19b). These can be im-
proved by employing a more flexible initial mask. 

5. Conclusion 
We have proposed an enhanced figure-ground classifi-

cation algorithm. Our framework is based on the principles 
of generating multiple candidate segmentations, selecting 
the most promising using several scoring functions, and 
then fusing them with similarity voting. Specifically, an 
adaptive mean-shift algorithm is used to generate image 
patches, and soft-segmentations are produced using 
tree-structured likelihood propagation. We put forward the 
idea of similarity voting to guide the generation of multiple 
foreground map hypotheses, and use several score func-
tions to select the most promising ones. To improve ro-
bustness we iteratively propagate the background prior and 
generate multiple hypothesis sets. The most promising 
hypothesis set is automatically determined by similarity 
voting, and the corresponding hypotheses are fused to yield 
the final foreground map. Our method produces 
state-of-the-art results on challenging datasets, and is able 
to segment the fine details in the segmentation, as well as 
background holes and multiply-connected foreground 
components. 

Future work includes more intelligent schemes with 
multiple background prior hypotheses, as well as exten-
sions to box-based segmentation in video. Finally, our 
segmentation algorithm could be applied to other computer 
vision tasks like tracking, recognition and retrieval. 

Acknowledgement 
The authors would like to thank Prof. Kenichi Kanatani 

for beneficial discussions, and the reviewers for helpful 
comments. 

 
(a)                                            (b) 

Figure 19. Example failure cases of EFG-BPP. 

    

    

    

    
original        first iter.       last iter.      EFG-BPP  best candidate

Figure 16. Segmentation results of different iterations of back-
ground prior propagation. The result of the first iteration may be 
better (rows 1 & 4), worse (row 2), or comparable (row 3) to that of
the last iteration. EFG-BPP makes a good balance and best can-
didate gives an upper bound. 
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