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Time Series Models for Semantic Music Annotation
Emanuele Coviello, Antoni B. Chan, and Gert Lanckriet

Abstract—Many state-of-the-art systems for automatic music
tagging model music based on bag-of-features representations
which give little or no account of temporal dynamics, a key char-
acteristic of the audio signal. We describe a novel approach to
automatic music annotation and retrieval that captures temporal
(e.g., rhythmical) aspects as well as timbral content. The proposed
approach leverages a recently proposed song model that is based
on a generative time series model of the musical content—the
dynamic texture mixture (DTM) model—that treats fragments
of audio as the output of a linear dynamical system. To model
characteristic temporal dynamics and timbral content at the tag
level, a novel, efficient, and hierarchical expectation–maximization
(EM) algorithm for DTM (HEM-DTM) is used to summarize the
common information shared by DTMs modeling individual songs
associated with a tag. Experiments show learning the semantics of
music benefits from modeling temporal dynamics.

Index Terms—Audio annotation and retrieval, dynamic texture
model, music information retrieval.

I. INTRODUCTION

R ECENT technologies fueled new trends in music produc-
tion, distribution, and sharing. As a consequence, an al-

ready large corpus of millions of musical pieces is constantly
enriched with new songs (by established artists as well as less
known performers), all of which are instantly available to mil-
lions of consumers through online distribution channels, per-
sonal listening devices, etc. This age of music proliferation cre-
ated a strong need for music search and discovery engines, to
help users find “Mellow Beatles songs” on a nostalgic night,
or satisfy their sudden desire for “psychedelic rock with dis-
torted guitar and deep male vocals,” without knowing appro-
priate artists or song titles. A key scientific challenge in creating
this search technology is the development of intelligent algo-
rithms, trained to map the human perception of music within
the coded confine of computers, to assist in automatically ana-
lyzing, indexing and recommending from this extensive corpus
of musical content [1].

This paper concerns automatic tagging of music with descrip-
tive keywords (e.g., genres, emotions, instruments, usages, etc.),
based on the content of the song. Music annotations can be used
for a variety of purposes, such as searching for songs exhibiting
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specific qualities (e.g., “jazz songs with female vocals and sax-
ophone”), or retrieval of semantically similar songs (e.g., gener-
ating play-lists based on songs with similar annotations). Since
semantics is a compact, popular medium to describe an audi-
tory experience, it is essential that a music search and discovery
system supports these semantics-based retrieval mechanisms, to
recommend content from a large audio database.

State-of-the-art music “auto-taggers” represent a song as
a “bag of audio features” (e.g., [2]–[6]). The bag-of-features
representation extracts audio features from the song at regular
time intervals, but then treats these features independently,
ignoring the temporal order or dynamics between them. Hence,
this representation fails to account for the longer-term musical
dynamics (e.g., tempo and beat) or temporal structures (e.g.,
riffs and arpeggios), which are clearly important characteristics
of a musical signal.

To address this limitation, one approach is to encode some
temporal information in the features ([2], [4]–[8]) and keep
using existing, time-independent models. For example, some
of the previous approaches augment the “bag of audio fea-
tures” representation with the audio features’ first and second
derivatives. While this can slightly enrich the representation at
a short-time scale, it is clear that a more principled approach
is required to model dynamics at a longer-term scale (seconds
instead of milliseconds).

Therefore, in this paper, we explore the dynamic texture (DT)
model [9], a generative time series model that captures longer-
term time dependencies, for automatic tagging of musical con-
tent. The DT model represents a time series of audio features as
a sample from a linear dynamical system (LDS), which is sim-
ilar to the hidden Markov model (HMM) that has proven robust
in music identification [10]. The difference is that HMMs quan-
tize the audio signal into a fixed number of discrete “phonemes,”
while the DT has a continuous state space, offering a more flex-
ible model for music.

Since musical time series often show significant structural
changes within a single song and have dynamics that are only
locally homogeneous, a single DT would be insufficiently rich
to model individual songs and, therefore, the typical musical
content associated with semantic tags. To address this at the
song-level, Barrington et al. [11] propose to model the audio
fragments from a single song as samples from a dynamic texture
mixture (DTM) model [12], for the task of automatic music seg-
mentation. Their results demonstrated that the DTM provides an
accurate segmentation of music into homogeneous, perceptually
similar segments (corresponding to what a human listener would
label as “chorus,” “verse,” “bridge,” etc.) by capturing temporal
as well as textural aspects of the musical signal.

In this paper, we adopt the DTM model to propose a novel
approach to the task of automatic music annotation that ac-
counts for both the timbral content and the temporal dynamics

1558-7916/$26.00 © 2010 IEEE



1344 IEEE TRANSACTIONS ON AUDIO, SPEECH, AND LANGUAGE PROCESSING, VOL. 19, NO. 5, JULY 2011

that are predictive of a semantic tag. We first model each song
in a music database as a DTM, capturing longer-term time de-
pendencies and instantaneous spectral content at the song-level.
Second, the characteristic temporal and timbral aspects of mu-
sical content commonly associated with a semantic tag are iden-
tified by learning a tag-level DTM that summarizes the common
features of a (potentially large) set of song-level DTMs for the
tag (as opposed to the tag-level Gaussian mixture models by
Turnbull et al. [2], which do not capture temporal dynamics).
Given all song-level DTMs associated with a particular tag, the
common information is summarized by clustering similar song-
level DTs using a novel, efficient hierarchical EM (HEM-DTM)
algorithm. This gives rise to a tag-level DTM with few mixture
components.

Experimental results show that the proposed time series
model improves annotation and retrieval, in particular for tags
with temporal dynamics that unfold in the time span of a few
seconds.

In summary, this paper brings together a DTM model for
music, a generative framework for music annotation and re-
trieval, and an efficient HEM-DTM algorithm. We will focus
our discussion on the latter two. For the former, we provide an
introduction and refer to our earlier work [11] for more details.
The remainder of this paper is organized as follows. After an
overview of related work on auto-tagging of music in Section II,
we introduce the DTM model in Section III. Next, in Sections IV
and V, we present an annotation and retrieval system for time
series data, based on an efficient hierarchical EM algorithm for
dynamic texture mixtures (HEM-DTM). In Sections VI and VII,
we present experiments using HEM-DTM for music annotation
and retrieval. Finally, Section VIII illustrates qualitatively how
variations in the acoustic characteristics of semantic tags affect
the parameters of the corresponding DTM models.

II. RELATED WORK

The prohibitive cost of manual labeling makes automated se-
mantic understanding of audio content a core challenge in de-
signing fully functional retrieval systems ([2]–[8], [13]–[22]).
To automatically annotate music with semantic tags, based on
audio content, various discriminative machine learning algo-
rithms have been proposed (e.g., multiple-instance [5], multiple-
kernel [17], and stacked [3] support vector machines (SVMs),
boosting [6], nearest-neighbor ([18], [19]), embedding methods
[20], locally sensitive hashing [7] and regularized least-squares
[22]). The discriminative framework, however, can suffer from
poorly or weakly labeled training data (e.g., positive examples
considered as negatives due to incomplete annotations).

To overcome this problem, unsupervised learning algorithms
have been considered (e.g., K-means [23], vector quantization
[10]), ignoring any labels and determining the classes automati-
cally. The learned clusters, however, are not guaranteed to have
any connection with the underlying semantic tags of interest.

The labeling problem is compounded since often only a
subset of the song’s features actually manifests the tag the en-
tire song is labeled with (e.g., a song labeled with “saxophone”
may only have a handful of features describing content where
a saxophone is playing). This suggests a generative modeling
approach, which is better suited at handling weakly labeled

data and estimating concept distributions that naturally emerge
around concept-relevant audio content, while down-weighting
irrelevant outliers. More details on how generative models ac-
commodate weakly labeled data by taking a multiple instance
learning approach is provided by Carneiro et al. [24]. More-
over, generative models provide class-conditional probabilities,
which naturally allows us to rank tags probabilistically for a
song. Generative models have been applied to various music
information retrieval problems. This includes Gaussian mixture
models (GMMs) ([2], [21], [25]), hidden Markov models
(HMMs) [10], hierarchical Dirichlet processes (HDPs) [26],
and a codeword Bernoulli average model (CBA) [4]. Generative
models used for automatic music annotation (e.g., GMMs and
CBA) usually model the spectral content (and, sometimes,
its first and second instantaneous derivatives) of short-time
windows. These models ignore longer-term temporal dynamics
of the musical signal. In this paper, we adopt dynamic texture
mixture models for automatic music annotation. These gener-
ative time-series models capture both instantaneous spectral
content, as well as longer-term temporal dynamics. Compared
to HMMs, they have a continuous rather than discrete state
space. Therefore, they do not require to quantize the rich sound
of a musical signal into discrete “phonemes,” making them an
attractive model for music.

III. DYNAMIC TEXTURE MIXTURE MODELS

In this section, we review the dynamic texture (DT) and dy-
namic texture mixture (DTM) models for modeling short audio
fragments and whole songs.

A. Dynamic Texture Model

A DT [9] is a generative model that takes into account both
the instantaneous acoustics and the temporal dynamics of audio
sequences (or audio fragments) [11]. The model consists of two
random variables: , which encodes the acoustic component
(audio feature vector) at time , and , a hidden state variable
which encodes the dynamics (evolution) of the acoustic compo-
nent over time. The two variables are modeled as a linear dy-
namical system:

where and are real vectors (typically
). Using such a model, we assume that the dynamics

of the audio can be summarized by a more parsimonious
hidden state process , which evolves as a first order
Gauss–Markov process, and each observation variable is
dependent only on the current hidden state .

The state transition matrix encodes the dynamics
or evolution of the hidden state variable (e.g., the evolution of
the audio track), and the observation matrix encodes
the basis functions for representing the audio fragment. The
vector is the mean of the dynamic texture (i.e., the mean
audio feature vector). The driving noise process is zero-mean
Gaussian distributed with covariance , i.e., ,
with , the set of symmetric, positive definite matrices
of dimension . is the observation noise and is also
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Fig. 1. Dynamic texture music model. (a) A single DT represents a short audio fragment. (b)A DT mixture represents the heterogeneous structure of a song, with
individual mixture components modeling homogeneous sections. The different orientations (and, locations) of the DT components in the top part of (b) are to
visually suggest that each DT is characterized by a distinct set of parameters, to produce a specific type of audio fragments. (a) DT model. (a) DTM model.

zero-mean Gaussian, with covariance , i.e., ,
with . Finally, the initial condition is distributed as

, where is the mean of the initial state,
and the covariance. The DT is specified by the param-
eters .

Intuitively, the columns of can be interpreted as the prin-
cipal components (or basis functions) of the audio feature vec-
tors over time. Hence, each audio feature vector can be rep-
resented as a linear combination of principal components, with
corresponding weights given by the current hidden state . In
this way, the DT can be interpreted as a time-varying PCA repre-
sentation of an audio feature vector time series. Fig. 1(a) shows
the graphical model of the DT, as it represents a short audio frag-
ment.

B. Dynamic Texture Mixture Model

A song is a combination of heterogeneous audio fragments
with significant structural variations, and hence cannot be rep-
resented with a single DT model. To address this lack of global
homogeneity, Barrington et al. [11] proposed to represent audio
fragments, extracted from a song, as samples from a dynamic
texture mixture (DTM) [12], effectively modeling the hetero-
geneous structure of the song. The DTM model [12] introduces
an assignment random variable ,

which selects one of dynamic texture components as the
source of an audio fragment. Each mixture component is pa-
rameterized by

(1)

and the DTM model is parameterized by .
Given a set of audio fragments extracted from a song, the

maximum-likelihood parameters of the DTM can be estimated
with recourse to the expectation–maximization (EM) algo-
rithm, which is an iterative optimization method that alternates
between estimating the hidden variables with the current pa-
rameters, and computing new parameters given the estimated
hidden variables (the “complete data”). The EM algorithm for
DTM alternates between estimating second-order statistics of
the hidden states, conditioned on each audio fragment, with
the Kalman smoothing filter (E-step), and computing new
parameters given these statistics (M-step). More details are
provided by Chan and Vasconcelos [12].

Fig. 1(b) illustrates the DTM representation of a song, where
each DT component models homogeneous parts of the song.
Previous work by Barrington et al. [11] has successfully used
the DTM for the task of segmenting the structure of a song into
acoustically similar sections (e.g., intro, verse, chorus, bridge,



1346 IEEE TRANSACTIONS ON AUDIO, SPEECH, AND LANGUAGE PROCESSING, VOL. 19, NO. 5, JULY 2011

solo, outro). In this paper, we propose that the DTM can also be
used as a tag-level annotation model for music annotation and
retrieval.

IV. MUSIC ANNOTATION AND RETRIEVAL WITH DTMS

In this section, we formulate the related tasks of annotation
and retrieval of audio data as a supervised multi-class labeling
(SML) problem [24] in the context of time series DTM models.

A. Notation

A song is represented as a collection of overlapping time
series, i.e., , where each , called an
audio fragment, represents sequential audio feature vectors
extracted by passing a short-time window over the audio signal.
The number of audio fragments, , depends on the length of
the song. The semantic content of a song with respect to a vo-
cabulary of size is represented in an annotation vector

, where only if there is a positive as-
sociation between the song and the tag , otherwise .
Each semantic weight represents the degree of association
between the song and the tag . The data set is a collection
of song-annotation pairs .

B. Music Annotation

We treat annotation as a supervised multi-class problem [2],
[24] in which each class is a tag , from a vocabulary of
unique tags (e.g., “bass guitar,” “hip hop,” “boring”). Each
tag is modeled with a probability distribution over the
space of audio fragments, i.e., for ,
which is a DTM. The annotation task is to find the subset

of tags that best describe a novel
song .

Given the audio fragments of a novel song , the most rele-
vant tags are the ones with highest posterior probability, com-
puted using Bayes’ rule:

(2)

where is the prior of the th tag and the song prior.
To promote annotation using a diverse set of tags, we assume a
uniform prior, i.e., for . To esti-
mate the likelihood term in (2), , we assume that song
fragments are conditionally independent (given ). To
compensate for the inaccuracy of this naïve Bayes assumption
and keep the posterior from being too “peaked,” one common
solution is to estimate the likelihood term with the geometric
average [2] (in this case, the geometric average of the individual
audio fragment likelihoods):

(3)

Note that, besides normalizing by , we also normalize by the
length of the audio fragment, , due to the high dimension of
the probability distribution of the DTM time series model. The
likelihood terms of the DTM tag models can be com-
puted efficiently with the “innovations” form of the likelihood
using the Kalman filter [12], [27].

Unlike bag-of-features models that discard any dependency
between audio feature vectors, (3) only assumes independence
between different sequences of audio feature vectors (i.e., audio
fragments, describing seconds of audio). Correlation within
a single sequence is directly accounted for by the time series
model.

The probability that the song can be described by the tag
is

(4)

where the song prior . Finally,
the song can be represented as a semantic multinomial,

, where each represents the rele-
vance of the th tag for the song, and . We annotate
a song with the most likely tags according to , i.e., we select
the tags with the largest probability.

C. Music Retrieval

Given a tag-based query, songs in the database can be re-
trieved based on their relevance to this semantic query.1 In par-
ticular, we determine a song’s relevance to a query with tag
based on the posterior probability of the tag, , in (4).
Hence, retrieval involves rank-ordering the songs in the data-
base, based on the th entry of the semantic multinomials

.
Note that the songs could also be ranked by the likelihood

of the song given the query, i.e., . However, this tends
not to work well in practice because it favors generic songs that
are most similar to the song prior , resulting in the same
retrieval result for any query . Normalizing by the song prior

fixes this problem, yielding the ranking based on semantic
multinomials (assuming a uniform tag prior) described above.

V. LEARNING DTM TAG MODELS WITH THE HIERARCHICAL

EM ALGORITHM

In this paper, we represent the tag models with dynamic
texture mixture models. In other words, the tag distribution

is modeled with the probability density of the DTM,
which is estimated from the set of training songs associated
with the particular tag. One approach to estimation is to extract
all the audio fragments from the relevant training songs, and
then run the EM algorithm [12] directly on this data to learn
the tag-level DTM. This approach, however, requires storing
many audio fragments in memory (RAM) for running the
EM algorithm. For even modest-sized databases, the memory
requirements can exceed the RAM capacity of most computers.

To allow efficient training in both computation time and
memory requirements, the learning procedure is split into two
steps. First, a song-level DTM model is learned for each song in
the training set using the standard EM algorithm [12]. Next, a
tag-level model is formed by pooling together all the song-level
DTMs associated with a tag, to form a large mixture. However,
a drawback of this model aggregation approach is that the
number of DTs in the DTM tag model grows linearly with the

1Note that although this work focuses on single-tag queries, our representa-
tion easily extends to multiple-tag queries [28].
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Fig. 2. Learning a DTM tag model: first song-level DTMs are learned with EM for all songs associated with a tag, e.g., “Blues.” Then, the song-level models are
aggregated using HEM to find common features between the songs.

size of the training data, making inference computationally
inefficient when using large training sets. To alleviate this
problem, the DTM tag models formed by model aggregation
are reduced to a representative DTM with fewer components by
using the hierarchical EM (HEM) algorithm presented in this
section. The HEM algorithm clusters together similar DTs in
the song-level DTMs, thus summarizing the common informa-
tion in songs associated with a particular tag. The new DTM tag
model allows for more efficient inference, due to fewer mixture
components, while maintaining a reliable representation of the
tag-level model.

Because the database is first processed at the song level, the
computation can be easily done in parallel (over the songs) and
the memory requirement is greatly reduced to that of processing
a single song. The memory requirement for computing the tag-
level models is also reduced, since each song is succinctly mod-
eled by the parameters of a DTM. Such a reduction in compu-
tational complexity also ensures that the tag-level models can
be learned from cheaper, weakly labeled data (i.e., missing la-
bels, labels without segmentation data) by pooling over large
amounts of audio data to amplify the appropriate attributes.

In summary, adopting DTM, or time series models in general,
as a tag model for SML annotation requires an appropriate HEM
algorithm for efficiently learning the tag-level models from the

song-level models. In the remainder of the section, we present
the HEM algorithm for DTM.

A. Learning DTM Tag Models

The process for learning a tag-level DTM model from
song-level DTMs is illustrated in Fig. 2. First, all the song-level
DTMs with a particular tag are pooled together into a single
large DTM. Next, the common information is summarized by
clustering similar DT components together, forming a new
tag-level DTM with fewer mixture components.

The DT components are clustered using the hierarchical ex-
pectation–maximization (HEM) algorithm [29]. At a high level,
this is done by generating virtual samples from each of the song-
level component models, merging all the samples, and then run-
ning the standard EM algorithm on the merged samples to form
the reduced tag-level mixture. Mathematically, however, using
the virtual samples is equivalent to marginalizing over the dis-
tribution of song-level models. Hence, the tag model can be
learned directly and efficiently from the parameters of the song-
level models, without generating any virtual samples.

The HEM algorithm was originally proposed by Vasconcelos
and Lippman [29] to reduce a Gaussian mixture model (GMM)
with a large number of mixture components into a representa-
tive GMM with fewer components, and has been successful in
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learning GMMs from large datasets for the annotation and re-
trieval of images [24] and music [2]. We next present an HEM
algorithm for mixtures with components that are dynamic tex-
tures [30].

B. HEM Formulation

Formally, let denote the combined
song-level DTM (i.e., after pooling all song-level DTMs for a
certain tag) with components, where are the param-
eters for the th DT component, and the corresponding
component weights, which are normalized to sum to 1 (i.e.,

). The likelihood of observing an audio fragment
with length from the combined song-level DTM is

given by

(5)

where is the hidden
variable that indexes the mixture components.

is the likelihood of the audio fragment under the
th DT mixture component.

The goal is to find a tag-level annotation DTM,
, which represents (5) using fewer number of

mixture components, , (i.e., ). The likelihood
of observing an audio fragment from the tag-level DTM

is

(6)

where is the hidden vari-
able for indexing components in . Note that we will always
use and to index the components of the song-level model
and the tag-level model , respectively. To reduce clutter, we
will also use the short-hand and to denote the th com-
ponent of and the th component of , respectively. For
example, we denote as .

C. Parameter Estimation

To obtain the tag-level model, HEM [29] considers a set of
virtual observations drawn from the song-level model ,

such that samples are drawn from the th compo-
nent. We denote the set of virtual audio samples for the th
component as , where is a
single audio sample and is the length of the virtual audio sam-
ples (a parameter we can choose). The entire set of samples
is denoted as . To obtain a consistent hierarchical
clustering, we also assume that all the samples in a set are
eventually assigned to the same tag-level component . We

denote this as . The parameters of the tag-level model
can then be estimated by maximizing the likelihood of the vir-
tual audio samples

(7)

where

(8)

(9)

and are the hidden state variables corre-
sponding to . Computing the log-likelihood in (9) requires
marginalizing over the hidden assignment variables and
hidden state variables . Hence, (7) can also be solved with
recourse to the EM algorithm [31]. In particular, each iteration
consists of

–

–

where is the current estimate of the tag-level model,
is the “complete-data” likelihood, and

is the conditional expectation with respect to
the current model parameters.

As is common with the EM formulation, we introduce a
hidden assignment variable , which is an indicator vari-
able for when the audio sample set is assigned to the th
component of , i.e., when . The complete-data
log-likelihood is then

(10)

The function is then obtained by taking the conditional ex-
pectation of (10), and using the law of large numbers to remove
the dependency on the virtual samples. The result is a func-
tion that depends only on the parameters of the song-level DTs

. For the detailed derivation of HEM for DTM, we refer the
reader to our earlier work [30], [32].

Algorithm 1 HEM algorithm for DTM

1: Input: combined song-level DTM ,
number of virtual samples .

2: Initialize tag-level DTM .
3: repeat
4: E-step
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5: Compute expectations using sensitivity analysis for
each and (see Appendix A and [30]):

(11)

6: Compute assignment probability and weighting:

(12)

(13)

7: Compute aggregate expectations for each :

(14)

8: M-step
9: Recompute parameters for each component :

(15)

10: until convergence
11: Output: tag-level DTM .

The HEM algorithm for DTM is summarized in Algorithm
1. In the E-step, the expectations in (11) are computed for each
song-level component and current tag-level component

. These expectations can be computed using “suboptimal
filter analysis” or “sensitivity analysis” [33] on the Kalman
smoothing filter (see Appendix A and [30]). Next, the prob-
ability of assigning the song-level component to the
tag-level component is computed according to (12), and
the expectations are aggregated over all the song-level DTs in
(14). In the M-step, the parameters for each tag-level component

are recomputed according to the update equations in (15).
Note that the E- and M-steps for HEM-DTM are related to the
standard EM algorithm for DTM. In particular, the song-level
DT components take the role of the “data-points” in
standard EM. This is manifested in the E-step of HEM as
the expectation with respect to , which averages over
the possible values of the “data-points.” Given the aggregate
expectations, the parameter updates in the M-step of HEM and
EM are identical.

VI. MUSIC DATASETS

In this section, we describe the music collection and the audio
features used in our experiments.

A. CAL500 Database

The CAL500 [2] dataset consists of 502 popular Western
songs from the last 50 years from 502 different artists. Each
song has been annotated by at least three humans, using a
semantic vocabulary of 149 tags that describe genres, instru-
ments, vocal characteristics, emotions, acoustic characteristics,
and song usages. CAL500 provides hard binary annotations,
which are 1 when a tag applies to the song and 0 when the tag
does not apply. We find empirically that accurately fitting the
HEM-DTM model requires a significant number of training
examples, due to the large number of parameters in the model.
Hence, we restrict our attention to the 78 tags with at least 50
positively associated songs.

B. Swat10k Database

Swat10k [34] is a collection of over ten thousand songs from
4597 different artists, weakly labeled from a vocabulary of 18
genre tags, 135 sub-genre tags, and 475 other acoustic tags. The
song-tag associations are mined from Pandora’s website. Each
song is labeled with 2 to 25 tags. As for CAL500, we restrict
our attention to the tags (125 genre tags and 326 acoustic tags)
with at least 50 positively associated songs.

C. Audio Features

Mel-frequency cepstral coefficients (MFCCs) [35] are a pop-
ular feature for content-based music analysis, which concisely
summarize the short-time content of an acoustic waveform by
using the discrete cosine transform (DCT) to decorrelate the bins
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of a Mel-frequency spectrum.2 InSection III-A, we noted how the
DT model can be viewed as a time-varying PCA representation of
the audio feature vectors. This suggests that we can represent the
Mel-frequency spectrum over time as the output of the DT model

. In thiscase, thecolumnsof theobservationmatrix (a learned
PCA matrix) are analogous to the DCT basis functions, and the
hidden states are the coefficients (analogous to the MFCCs).
The advantage of learning the PCA representation, rather than
using the standard DCT basis, is that different basis functions (
matrices) can be learned to best represent the particular song or
semantic tagof interest.Hence, theDTcanfocuson thefrequency
structure that is relevant for modeling the particular tag. Another
advantage of learning the basis functions is that it may allow a
much smaller sized state transition matrix: using the DCT basis
functions insteadof the learnedonesmayrequiremorebasis func-
tions to capture the timbral information and hence a higher-di-
mensional statevector.Estimatingasmaller-sizedstate transition
matrix is more efficient and expected to be less prone to overfit-
ting. The benefits of learning the basis functions will be validated
in Section VII-C (see, e.g., Table VII). Also, note that since the
DTexplicitlymodels the temporalevolutionof theaudiofeatures,
we do not need to include their instantaneous derivatives (as in
the MFCC deltas).

In our experiments, we use 34 Mel-frequency bins, computed
from half-overlapping, 46-ms windows of audio. The Mel-fre-
quency bins are represented in a dB scale, which accurately ac-
counts for the human auditory response to acoustic stimuli. Each
audio fragment is described by a time series of
sequential audio feature vectors, which corresponds to 10 s.
Song-level DTM models are learned from a dense sampling of
audio fragments of 10 s, extracted every 1 second.

VII. EXPERIMENTAL EVALUATION

In this section, we present results on music annotation and
retrieval using the DTM model.

A. Experimental Setup

We set the state-space dimension , as in the work
by Barrington et al. [11]. Song-level DTMs are learned with

components to capture enough of the temporal di-
versity present in each song, using EM-DTM [12]. Tag-level
DTMs are learned by pooling together all song-level models
associated with a given tag and reducing the result to a DTM
with components with HEM-DTM. We keep
low to prevent HEM-DTM from overfitting (compared to HEM-
GMM, HEM-DTM requires estimating significantly more pa-
rameters per mixture component). Section VII-C illustrates that
the system is fairly robust for reasonable variations in these pa-
rameters.

The EM-DTM algorithm to estimate song-level DTMs
follows an iterative “component splitting” procedure. First, a
one-component mixture is estimated by initializing parameters
randomly and running EM until convergence. Then, the number
of components is increased by splitting this component and EM
is run to convergence again. This process of splitting compo-
nents and re-running EM for a mixture with more components

2This decorrelation is usually convenient in that it reduces the number of
parameters to be estimated.

is repeated until the desired number of components is obtained.
When splitting a component, new components are initialized by
replicating the component and slightly perturbing—randomly
and differently for each new component—the poles of the
state transition matrix . We follow a growing schedule of

mixture components. The single component of
the initial mixture is learned from a set of randomly selected
fragments of the song, using the method proposed by Doretto
et al. [9]. This “component splitting” procedure for EM-DTM
was found to be quite robust to different initializations. More
details can be found in earlier work by Chan et al. [12]. The
tag-level DTMs (with components) are learned by
running ten trials of the HEM-DTM algorithm. Each trial is
initialized by randomly selecting two mixture components
from the aggregated song-level mixtures. The final parameter
estimates are obtained from the trial that achieves the highest
likelihood. This procedure proved robust as well.

To investigate the advantage of the DTM’s temporal rep-
resentation, we compare the auto-tagging performance of
HEM-DTM to the hierarchically trained Gaussian mixture
models (HEM-GMMs) [2], the CBA model [4], the boosting
approach [6], and the SVM approach [5]. We follow the orig-
inal procedure for training HEM-GMM and CBA, with the
modification that the CBA codebook is constructed using only
songs from the training set. We report performance also for
direct-EM model estimation (EM-DTM), which learns each
tag-level DTM model using the standard EM algorithm for
DTM [12] directly on a subsampled set of all audio fragments
associated with the tag. Empirically, we found that due to
RAM requirements a single run of EM-DTM only manages
to process about 1% of the data (i.e., audio fragments) that
HEM-DTM can process, when estimating a tag model from
approximately 200 training examples, on a modern laptop with
4 GB of RAM. In contrast, HEM-DTM, through the estimation
of intermediate models, can pool over a much richer training
data set, both in the number of songs and in the density of audio
fragments sampled within each song. Finally, we compare to
model aggregation DTM (AGG-DTM), which estimates each
tag-level model by aggregating all the song-level DTM models
associated with the tag. A drawback of this technique is that
the number of DTs in the tag-level DTM models grows linearly
with the size of the training set, resulting in drawn out delays
in the evaluation stage. All reported metrics are the results of
five-fold cross validation where each song appeared in the test
set exactly once.

B. Evaluation of Annotation and Retrieval

Annotation performance is measured following the procedure
described by Turnbull et al. [2]. Test set songs are annotated with
the ten most likely tags in their semantic multinomial (4). An-
notation accuracy is reported by computing precision, recall and
F-score for each tag,3 and then averaging over all tags. Per-tag
precision is the probability that the model correctly uses the tag
when annotating a song. Per-tag recall is the probability that the

3We compute annotation metrics on a per-tag basis, as our goal is to build an
automatic tagging algorithm with high stability over a wide range of semantic
tags. Per-song metrics may get artificially inflated by consistently annotating
songs with a small set of highly frequent tags, while ignoring less common tags.
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model annotates a song that should have been annotated with
the tag. Precision, recall and F-score measure for a tag are
defined as

(16)

where is the number of tracks that have in the ground
truth, is the number of times our annotation system uses

when automatically tagging a song, and is the number
of times is correctly used. In case a tag is never selected for
annotation, the corresponding precision (that otherwise would
be undefined) is set to the tag prior from the training set, which
equals the performance of a random classifier.

To evaluate retrieval performance, we rank-order test songs
for each single-tag query in our vocabulary, as described in
Section IV. We report mean average precision (MAP), area
under the receiver operating characteristic curve (AROC) and
top-10 precision (P10), averaged over all the query tags. The
ROC curve is a plot of true positive rate versus false positive
rate as we move down the ranked list. The AROC is obtained
by integrating the ROC curve, and it is upper bounded by
1. Random guessing would result in an AROC of 0.5. The
top-10 precision is the fraction true positives in the top-10 of
the ranking. MAP averages the precision at each point in the
ranking where a song is correctly retrieved.

C. Results on CAL500

Annotation and retrieval results on the CAL500 data set are
presented in Table I. For all metrics, except for precision, the
best performance is observed with HEM-DTM. For retrieval,
while some other methods show a comparable AROC score,
HEM-DTM clearly improves the top of the ranked list com-
pared to any other method. The higher precision-at-10 score
demonstrates this. The results also show that sub-sampling of
the training set for direct-EM estimation (EM-DTM) degrades
the performance, compared to HEM estimation (HEM-DTM).
Aggregating the song-level DTMs associated with a tag
(AGG-DTM) is also inferior. Fig. 3 plots the precision-recall
curves, for annotation, for all methods. At low recall (shorter,
more selective annotations), (H)EM-DTM outperforms any
other method. At higher recall, HEM-GMM catches up. In
future work, we will investigate whether combining DTM-
and GMM-based annotations can make for a more accurate
auto-tagger.

To illustrate how different values of and (the
number of components in the song and tag mixture models,
respectively) affect the system’s performance, we vary
in while fixing , and, vice versa, vary

in while fixing . Annotation and
retrieval results are reported in Table II, showing that perfor-
mance is fairly robust within a reasonable parameter range.

We expect DTMs to be particularly beneficial for tags with
characteristic temporal dynamics (e.g., tempo, rhythm, etc.) that
unfold in the time span of a few seconds. Tags that are mod-
eled adequately already by instantaneous spectral characteris-
tics within a window of 50 ms (e.g., timbre) may not benefit
much, as well as tags that might require a global, structured song
model.

Fig. 3. Precision-recall curves for different methods. (H)EM-DTM dominates
at low recall. GMMs catch up at higher recall.

TABLE I
ANNOTATION AND RETRIEVAL RESULTS FOR VARIOUS ALGORITHMS

ON THE CAL500 DATA SET

TABLE II
ANNOTATION AND RETRIEVAL PERFORMANCE AS A FUNCTION OF �

AND � , RESPECTIVELY

To illustrate this point, Table III lists annotation (F-score) and
retrieval (MAP) results for a subset of the CAL500 vocabulary.
DTMs prove suitable for tags with significant temporal struc-
ture, e.g., vocal characteristics and instruments such as elec-
tric or acoustic guitar, by capturing the attack/sustain/decay/re-
lease profile of the instruments. DTMs also capture the temporal
characteristics of a “fast” song—expected to unfold “fast,” i.e.,
within a few seconds—and significantly improve upon GMMs,
which cannot model these characteristics. For “slow” songs, on
the other hand, DTMs are not picking up any additional infor-
mation that GMMs do not capture already. The same is observed
when predicting tags such as “light beat” and “mellow,” already
well described by timbre information (as evidenced by the high
GMM performance), or “weak” and “sad,” where neither DTMs
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TABLE III
ANNOTATION AND RETRIEVAL RESULTS FOR SOME TAGS

WITH HEM-DTM AND HEM-GMM

nor GMMs are capturing strongly predictive acoustic character-
istics. While, for some tags, this may indicate that “timbre tells
all,” for others, capturing more specific characteristics might re-
quire modeling structure at a much longer time scale or higher
level. This will be a topic of future research.

It should also be noted that the increased modeling power of
DTMs, compared to GMMs, requires more training data to re-
liably estimate them. This is discussed in more detail later in
this section. Especially when training data is more noisy (e.g.,
for more subjective tags), significantly more examples will be
required to make stand out the salient attributes HEM-DTM is
trying to capture. This may explain why DTMs improve over
GMMs for “positive feelings” (over 170 examples in CAL500)
but not for “negative feelings (less than 80 examples). The same
consideration holds for the usage tags “driving” and “going to
sleep,” which respectively appear 141 and 56 times in CAL500.
So, while DTMs can capture a superset of the information mod-
eled by GMMs, they may still perform worse for some tags,
for this reason. Another factor to keep in mind when observing
worse DTM than GMM performance is the more limited mod-
eling power of DTMs when no clear temporal dynamics are
present. Indeed, the absence of clear regularities in the temporal
dynamics will result in a degenerate linear dynamical system
(e.g., ), reducing each DT component to a Gaussian com-
ponent. Clearly, a DTM with two Gaussian components is a less
rich timbre model than a GMM with 16 mixture components
(as proposed by Turnbull et al. [2]). Estimating a DTM with as
many mixture components, on the other hand, is prone to over-
fitting. This would result in a poorer timbre model as well.

TABLE IV
AUTOMATIC TEN-TAG ANNOTATIONS FOR DIFFERENT SONGS. CAL500

GROUND TRUTH ANNOTATIONS ARE MARKED IN BOLD

Table IV reports automatic ten-tag annotations for some
songs from the CAL500 music collection, with HEM-DTM
and HEM-GMM. Tables V and VI show the Top-10 retrieval
results for the queries “acoustic guitar” and “female lead vo-
cals,” respectively, both for HEM-DTM and HEM-GMM. For
“acoustic guitar,” it is noted that both GMM and DTM make
some “acceptable” mistakes. For example, “Golden brown,” by
The Stranglers, has a harpsichord, and Aaron Neville’s “Tell it
like it is” has clean electric guitar.

We investigate how the size of the training set affects the
quality of the resulting models. As suggested earlier, reliably es-
timating the more powerful but also more complex DTM models
is expected to require more training examples, compared to es-
timating GMM models. Fig. 4 illustrates this. In Fig. 4(a), we
consider all 149 CAL500 tags and plot the relative retrieval per-
formance of HEM-DTM, compared to HEM-GMM, for tag sub-
sets of different minimal cardinality. The cardinality of a tag is
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TABLE V
TOP-10 RETRIEVED SONGS FOR “ACOUSTIC GUITAR.” SONGS WITH ACOUSTIC

GUITAR ARE MARKED IN BOLD

TABLE VI
TOP-10 RETRIEVED SONGS FOR “FEMALE LEAD VOCALS.” SONGS WITH

FEMALE LEAD VOCALS ARE MARKED IN BOLD

defined as the number of examples in the data set that are as-
sociated with the tag. The minimal cardinality of a set of tags
is determined by its tag with lowest cardinality. The plot shows

that DTM modeling provides a bigger performance boost, over
GMMs, when more examples are available for a tag. This is
confirmed in Fig. 4(b). This experiment is restricted to the ten
CAL500 tags that have cardinality of 150 or more. For each tag,
the size of the training set is varied from 25 to 150, by random
subsampling. Finally, the average retrieval performance (over
these ten tags) is reported as a function of the training set size,
both for HEM-DTM and HEM-GMM. Initially, a larger training
set benefits both methods. However, while GMM performance
levels off beyond 100 training examples, DTM performance
keeps improving. Additional training examples keep leveraging
more of the DTM’s extra modeling potential, widening the gap
between DTM and GMM performance.

Finally, we validate our claim that learning the observation
matrix (i.e., the basis functions for the Mel-spectrum), rather
than using the standard DCT basis, is beneficial as it combines
a better representation of the features of the Mel-spectrum
with a more compact model of the temporal dynamics that
are characteristic for a particular song or semantic tag of in-
terest. In Table VII, we compare HEM-DTM, with a learned

-matrix, with HEM-DTM-DCT, where we modify the DT
model to fix the observation matrix to be the DCT basis
functions. We report annotation and retrieval performance for
an experimental setup similar to the one in Table I, with

and . For HEM-DTM-DCT, the first
DCT bases (ordered by frequency) are selected. We

also analyze the effect of a higher-dimensional DCT basis for
HEM-DTM-DCT, by increasing to 13. HEM-DTM outper-
forms both HEM-DTM-DCT variants, which illustrates that
learning the observation matrix improves the performance
over using a standard DCT basis. The small difference in
performance between HEM-DTM-DCT for and ,
respectively, suggests that overfitting on the (higher-dimen-
sional) hidden state process may be neutralizing the benefits
of a larger (fixed) basis, which allows to better represent the
Mel-frequency spectrum, for .

D. Results on Swat10k

HEM-DTM scales well to larger music collections, like
this data set. It efficiently estimates tag models from a large
number of examples by breaking the problem down into inter-
mediate steps. The annotation and retrieval results on Swat10k,
presented in Table VIII, demonstrate that this procedure to
estimate DTMs is also accurate. On Swat10k, DTMs outper-
form GMMs for every performance metric reported,4 except
for precision on the “acoustic” tags. The annotation results are
obtained by annotating songs with the two most likely “genre”
tags (ideally one main genre and one sub-genre), and with the
ten most likely acoustic tags. Precision-recall curves are shown
in Fig. 5, confirming the overall dominance of HEM-DTM
over HEM-GMM for the annotation task. In summary, for both
Swat10k tag categories, DTMs successfully capture temporal

4 Swat10k is weakly labeled, i.e., song annotations are incomplete. Given
enough positive training examples, this does not affect the estimation of gener-
ative models (see, e.g., [2], [24]), like GMM and DTM. For evaluation purposes,
while this still allows relative comparisons, it will reduce the absolute value of
some performance metrics, e.g., MAP and P10 that evaluate positive song-tag
associations at the top of the ranking.
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Fig. 4. (a) Retrieval performance of HEM-DTM, relative to HEM-GMM, as a function of the minimal cardinality of tag subsets. More precisely, for each point
in the graph, the set of all 149 CAL500 tags is restricted to those that CAL500 associates with a number of songs that is at least the abscissa value. The number
of tags in each restricted subset is indicated next to the corresponding point in the graph. (b) Retrieval performance, averaged over the 10 CAL500 tags that have
cardinality of 150 or more, as a function of training set size. Training sets of size ��� ��� � � � � ��� are randomly subsampled.

Fig. 5. Precision-recall curves for annotation experiments on Swat10k, for both tag categories. (a) “Genre” tags. (b) “Acoustic” tags.

TABLE VII
ANNOTATION AND RETRIEVAL RESULTS FOR HEM-DTM AND HEM-DTM-DCT

(� � � AND � � ��)

dynamics over a few seconds as well as instantaneous timbre
information, providing more accurate models.

VIII. DISCUSSION ON THE DTM MODEL’S PARAMETERS

In this section, we illustrate qualitatively how variations in
the acoustic characteristics of semantic tags are reflected in dif-

TABLE VIII
ANNOTATION AND RETRIEVAL RESULTS ON THE SWAT10K DATA SET, FOR

BOTH TAG CATEGORIES

ferent DTM model parameters. We show how the dynamics of
a musical tag affect the state transition matrix and how the
structure of the observation matrix specializes for different
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Fig. 6. Location of the poles of the DTM models for different tags (blue circles and red crosses correspond to different DT components of the DTM). The horizontal
and vertical axes of the figures represent the real and imaginary parts of the poles, respectively. The angle between each of the conjugate poles and the positive
real axis determines the normalized frequency. (a) “Fast” shows higher normalized frequencies than “Slow.” (b) HEM-DTM captures clear dynamics for tags in
the upper portion of Table III, by modeling distinct normalized frequencies. (c) (Top row) Similar instruments are modeled with similar normalized frequencies.
(Bottom row) Timbral characteristics are modeled by the observation matrix � . The first three columns of � are depicted in solid green, dashed blue, and dotted
red line, for the corresponding tags in the top row. The columns of � define a basis that is optimized to best represent the instantaneous audio content for each
tag. For comparison, the standard DCT basis (used to compute MFCCs) is shown on the far right. (a) “Fast” versus “Slow.” (b) Poles for some other tag models.
(c) Different types of guitar, and piano.

tags. We also present some two-dimensional embeddings of tag
models, showing that qualitatively similar musical tags give rise
to qualitatively similar DTM models.

A. State Transition Matrix: Temporal Dynamics

Doretto et al. [36] describe the link between the location of
the poles5 of the state transition matrix, , and the dynamics
of the LDS. The higher a normalized frequency (i.e., the wider
the angle between each of the conjugate poles and the positive
real axis), the faster and more distinct the associated dynamics.
On the other hand, if all the poles are on the positive real axis,
there are no dynamics connected with the modes of the system.
Second, the distances of the poles from the origin control the du-
rations of the corresponding modes of the system. Poles closer
to the origin require stronger excitement for their mode to per-
sist in the system.

Fig. 6(a) sketches the poles of the mixture components of the
DTM models for the tags “Fast” and “Slow” respectively, from
the experiment of Section VII. The location of the poles in the
polar plane is in agreement with the intuition that the former
is characterized by faster dynamics while the latter coincides
with smoother variations. Fig. 6(b) shows the location of the
poles for some of the tags in the upper portion of Table III,
for which HEM-DTM shows improvements over HEM-GMM.

5Consider the decomposition � � ��� , where � is a diagonal matrix
containing the eigenvalues of�, and � is an orthogonal matrix whose columns
are the corresponding eigenvectors. The eigenvalues are the poles of the system.
The eigenvectors determine the corresponding modes, describing the system’s
characteristic oscillations.

Fig. 7. Each point represents the audio feature subspace of a different tag. The
axes are unlabeled since only the relative positions of the points are relevant.
The relative positions reflect similarity between the subspaces based on Martin
distance. Guitar-type models are more similar, and clearly separated from the
piano model.

HEM-DTM associates some distinct normalized frequencies
with these tags. Finally, Fig. 6(c) (top row) plots the poles
for different types of guitar (electric, distorted electric and
bass) and piano. The figure illustrates that acoustically similar
instruments have similar dynamics. For example, the locations
of the poles of acoustic guitar and clean electric guitar are
fairly similar. Also, the various types of guitar show similar dy-
namics, while “Piano” is characterized by noticeably different
normalized frequencies.
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Fig. 8. Two-dimensional embeddings of DTM-based tag models based on t-SNE and symmetrized KL divergence. Relative positions are qualitatively consistent
with the semantic meaning of the tags. (a) “Emotion” and “Acoustic characteristics” tags. The top-left tip hosts smooth acoustic sensations. In the bottom prevails
cheerful music and, moving right, energetic sounds. (b) “Genre” tags. The center gathers pop-rock sonorities. Moving towards the top-left tip, this evolves to
sophisticated jazzy sounds. Hip hop, electronica and dance music are at the bottom of the plot.

B. Observation Matrix: Instantaneous Spectral Content

While the state transition matrix encodes rhythm and
tempo, the observation matrix accounts for instantaneous
timbre. In particular, a DT model generates features into the
subspace6 spanned by the columns of the observation matrix.

The bottom row of Fig. 6(c) displays the first three basis vec-
tors for the guitar tags and the piano tag in the top row. Each
semantic tag is modeled by distinct basis functions that fit its
particular music qualities and timbre. In contrast, the DCT basis
functions used for MFCCs are fixed a priori. When modeling
Mel-frequency spectra as the output of a DTM model, dimen-
sionality reduction and model estimation are coupled together.
On the other hand, for MFCCs, the DCT is performed before
model estimation and is not adapted to specific audio sequences.

C. DTM: Timbre and Dynamics

For a more intuitive interpretation, Fig. 7 represents the
audio feature subspaces—whose first three basis functions are
depicted in the bottom row of Fig. 6(c)—for the previous guitar
and piano tags as a point in a two-dimensional embedding. The
relative positions of the points reflect the Martin distance ([37],
[38]) between the DTs for the corresponding tags, which is
related to the difference in principal angles of the observation
matrices [39].

The figure indicates that DTM tag models corresponding to
qualitatively similar tags generate audio features in similar sub-
spaces. For example, note that the guitar-type models are well
separated from the piano model along the horizontal axis, while
smaller variations along the vertical coordinate are observed be-
tween the different types of guitars.

Tag-level DTMs (combining state transitions with an obser-
vation model) simultaneously model both the timbre and dy-
namics of a tag. In this subsection, we qualitatively examine how
similar/different the resulting models are for different tags. In
particular, t-SNE [40] is used to embed tag models in a two-di-
mensional space, based on the Kullback–Leibler (KL) diver-
gence between DTMs. The KL divergence between two DTs

6This is exactly true when the observation noise is ignored or negligible, i.e.,
� � �.

can be computed efficiently with a recursive formula [41]. The
KL divergence between two mixture models, not analytically
tractable in exact form, can be approximated efficiently (see,
e.g., [42]).

Fig. 8 shows two-dimensional embeddings for different
groups of tags, learned from CAL500. Fig. 8(a) displays the
embedding for “emotion” and “acoustic characteristics” tags.
Qualitatively, the resulting embedding is consistent with the se-
mantic meaning of the different tags. For example, the top-left
protuberance of the cloud gathers tags associated with smooth
acoustic sensations: from low-energy and romancing sounds, to
relaxing, slow sonorities. In the bottom of the cloud prevails a
sense of happiness, that, marching to the right of the plot, turns
into energy, excitement, and heavy beats.

Similarly, Fig. 8(b) provides the two-dimensional embedding
for tags of the category “genre.” In the center of the cloud, there
is a strong rock and pop influence, usually characterized by the
sound of electric guitars, the beat of drums, and melodies sung
by male lead vocalists. Moving toward the top-left of the graph,
music fills up with emotions typical of blues and finally evolves
to more sophisticated jazzy sounds. In the bottom, we find hip
hop, electronica and dance music, more synthetic sonorities
often diffused in night clubs.

IX. CONCLUSION

In this paper, we have proposed a novel approach to automatic
music annotation and retrieval that captures temporal (e.g.,
rhythmical) aspects as well as timbral content. In particular, our
approach uses the dynamic texture mixture model, a generative
time series model for musical content, as a tag-level annotation
model. To learn the tag-level DTMs, we use a two-step proce-
dure: 1) learn song-level DTMs from individual songs using the
EM algorithm (EM-DTM); 2) learn the tag-level DTMs using
a hierarchical EM algorithm (HEM-DTM) to summarize the
common information shared by song-level DTMs associated
with a tag. This hierarchical learning procedure is efficient and
easily parallelizable, allowing DTM tag models to be learned
from large sets of weakly labeled songs (e.g., up to 2200 songs
per tag in our experiments).
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Experimental results demonstrate that the new DTM tag
model improves accuracy over current bag-of-features ap-
proaches (e.g., GMMs, shown on the first line of Table I),
which do not model the temporal dynamics in a musical
signal. In particular, we see significant improvements in tags
with temporal structures that span several seconds, e.g., vocal
characteristics, instrumentation, and genre. This leads to more
accurate annotation at low recall, and improvements in retrieval
at the top of the ranked-list. While, in theory, DTMs are a more
general model than GMMs (as a DTM with degenerate temporal
dynamics is equivalent to a GMM), we observe that in some
cases GMMs are favorable. For musical characteristics that
do not have distinctive long-term temporal dynamics, a GMM
with more mixture components may be better suited to model
pure timbre information, since it a priori ignores longer-term
dynamics. A DTM with the same number of components, on the
other hand, may overfit to the temporal dynamics of the training
data, resulting in a poorer timbre model. Preventing overfitting
by using a DTM with less mixture components a priori limits
its flexibility as a pure timbre model though. This suggests that
further gains are possible by using both DTM (longer-term
temporal) and GMM (short-term timbre) annotation models.
Future work will address this topic by developing criteria for
selecting a suitable annotation model for a specific tag, or
by combining results from multiple annotation models using
the probabilistic formalism inherent in the generative models.
Finally, our experiments show that DTM tag models perform
significantly better when more training data is available. As an
alternative to supplying more data, future work will consider
learning DTM tag models using a Bayesian approach, e.g.,
by specifying suitable (data-driven) prior distributions on the
DTM parameters, thus reducing the amount of training data
required to accurately model the musical tag.

APPENDIX

EXPECTATIONS FOR THE E-STEP OF HEM-DTM

The expectations in (11) for each combination
of and can be computed efficiently
using sensitivity analysis on the Kalman smoothing
filter. Let and

be the DT parameters for
components and , respectively. The procedure is
outlined in Algorithm 2 (derivations appear in [30], [32]). First,
we use the Kalman smoothing filter (Algorithm 3) to compute
the conditional covariances

(17)

and intermediate filter parameters
, for both and . The notation

denotes the expectation at time , conditioned on the sequence

, with respect to . Next, sensitivity analysis of the
Kalman filter (Algorithm 4) computes the mean and variance
of the one-step ahead state estimators when

(18)

The notation refers to the matrix in the block matrix
, and refers to the th vector in the block vector . Next,

sensitivity analysis of the Kalman smoothing filter (Algorithm
5) computes the mean and variance of the state estimators for
the full sequence

(19)

Finally, given the quantities in (18), (19), the E-step expectations
and expected log-likelihood are computed according to (20) and
(21).

Algorithm 2 Expectations for HEM-DTM

1: Input: DT parameters and , length .
2: Run Kalman smoothing filter (Algorithm 3) on

and on .
3: Run sensitivity analysis on and for the Kalman

filter and Kalman smoothing filter (Algorithms 4 and
5).

4: Compute E-step expectations, for :

(20)

5: Compute expected log-likelihood :

(21)

6: Output: .
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Algorithm 3 Kalman smoothing filter

1: Input: DT parameters ,
length .

2: Initialize: .
3: for do
4: Kalman filter—forward recursion

5: end for
6: Initialize: .
7: for do
8: Kalman smoothing filter—backward recursion

9: end for
10: Output: .

Algorithm 4 Sensitivity analysis of the Kalman filter

1: Input: DTs and , associated Kalman filters,
length .

2: Initialize: .

3: for
4: Form block matrices:

5: Update means and covariances:

6: end for
7: Output: .

Algorithm 5 Sensitivity analysis of the Kalman smoothing
filter

1: Input: DTs and , associated Kalman smoothing
filter, and Kalman filter sensitivity analysis, length .

2: Initialize: , ,
, .

3: for do

4: Compute cross-covariance:

5: if then
6: Compute sensitivity:

7: Update matrices:

8: end if.
9: end for

10: Output: .
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