






(a) original (b) synthesized (c) original (d) synthesized
Figure 13: Comparison to artworks by professional artists. Using labeled elements and semantics on two existing manga pages ((a) and (c))
from “Bakuman” ( c Tsugumi Ohba, Takeshi Obata / Shueisha Inc.), our approach is able to reproduce the compositions ((b) and (d)) that
closely resemble the original artworks. For visual clarity, subjects and balloons in (b) and (d) are represented by gray and white bounding
boxes, respectively. Balloons are connected to its subject via black solid lines.
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Figure 14: Recovering artist’s guiding path (AGP). The green
solid curves represent the AGP estimated by our model, which was
learned from annotated manga pages of “Bakuman” ( c Tsugumi
Ohba, Takeshi Obata / Shueisha Inc.). The paths in these two ex-
amples reflect the artists’ general motivation to continuously direct
viewers toward important subjects and balloons through the pages.

graphical model. Second, for the panel with more than four sub-
jects, our approach can fail to produce satisfying results automati-
cally, as shown in Fig. 15, mainly because our training dataset lacks
examples of such tightly packed panels. By analyzing our dataset,
we note that there are less than 5% of panels with more than four
subjects. A natural explanation is that placing too many subjects
in a single panel might reduce visual clarity and, therefore, manga
artists rarely do this. In these cases, manually freezing some of the
subjects in place could alleviate the problem.

9 Discussion

In this paper, we have proposed a probabilistic graphical model to
represent the dependency among the artist’s guiding path, panel el-
ements, and viewer attention. The model enables interactive joint
placement of subjects and balloons, producing effective storytelling
compositions with respect to the user’s given constraints. The re-
sults from a visual perception study and an eye-tracking experiment
show that compositions from our approach are more visually ap-
pealing and provide a smoother reading experience, as compared
to those by a heuristic method. We have also demonstrated that, in
comparison to manual placement, our approach allows novices to

Figure 15: When there are too many subjects within a single panel,
our approach may produce an unreasonable composition with sub-
jects that are cluttered together, leading to semantic ambiguity.
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Figure 16: Advertisement example synthesized by our approach.

create higher-quality compositions in less time. Our workflow does
not necessarily match the workflow of current professional manga
artists, where some artists directly draw subjects and balloons on
canvas. However, our approach can still be used by professional
artists for quick composition, once subjects and balloons are drawn
on separate layers and input to our approach as pre-made objects.

Extension to other graphic design.Our approach can also be ex-
tended to other graphic design domains. Similar to comics, various
kinds of graphic design, e.g., print advertisement and magazine,
also combine pictures and text to enhance the delivery of informa-
tion to the audience. Successful design of such mediums should
efficiently direct the audience’s attention through important con-
tents, so that the audience can quickly capture their ideas and ef-
fects. While a rudimentary result of directly applying our approach
to advertisement design is shown in Fig. 16, facilitating more so-
phisticated designs in this domain is an area of future research.

Understanding readers' behaviors.Great research effort has been
made to investigate how humans perceive visual information in var-



ious domains, such as print advertisement and film production. It
is also important for manga artists to understand how readers move
their attention over the composed artworks, and respond to visual
effects designed by the artists. Unfortunately, works on systemati-
cally understanding reading behaviors of manga readers are limited.
In this work, we have taken a step toward this objective, by un-
derstanding how the composition of manga elements interacts with
reader attention using computational machinery. We hope this work
can motivate further investigation regarding this direction, which
would be of great practical value to the manga industry. For exam-
ple, it would be interesting to develop an interactive system where
manga artists are able to intuitively explore the joint space of com-
position and viewer attention. As artworks are being composed, the
system would predict the reader’s path of attention, which can be
employed by manga artists to progressively improve their artworks.
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