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Visual Tracking via Dynamic Memory Networks
Tianyu Yang and Antoni B. Chan

Abstract—Template-matching methods for visual tracking have gained popularity recently due to their good performance and fast
speed. However, they lack effective ways to adapt to changes in the target object’s appearance, making their tracking accuracy still far
from state-of-the-art. In this paper, we propose a dynamic memory network to adapt the template to the target’s appearance variations
during tracking. The reading and writing process of the external memory is controlled by an LSTM network with the search feature map
as input. A spatial attention mechanism is applied to concentrate the LSTM input on the potential target as the location of the target is
at first unknown. To prevent aggressive model adaptivity, we apply gated residual template learning to control the amount of retrieved
memory that is used to combine with the initial template. In order to alleviate the drift problem, we also design a “negative” memory unit
that stores templates for distractors, which are used to cancel out wrong responses from the object template. To further boost the
tracking performance, an auxiliary classification loss is added after the feature extractor part. Unlike tracking-by-detection methods
where the object’s information is maintained by the weight parameters of neural networks, which requires expensive online fine-tuning
to be adaptable, our tracker runs completely feed-forward and adapts to the target’s appearance changes by updating the external
memory. Moreover, the capacity of our model is not determined by the network size as with other trackers – the capacity can be easily
enlarged as the memory requirements of a task increase, which is favorable for memorizing long-term object information. Extensive
experiments on the OTB and VOT datasets demonstrate that our trackers perform favorably against state-of-the-art tracking methods
while retaining real-time speed.

Index Terms—Dynamic Memory Networks, Spatial Attention, Gated Residual Template Learning, Distractor Template Canceling
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1 INTRODUCTION

R ECENT years have witnessed the great success of con-
volution neural networks (CNNs) applied to image

recognition [1], [2], [3], object detection [4], [5], [6] and
semantic segmentation [7], [8], [9]. The visual tracking com-
munity also sees an increasing number of trackers [10],
[11], [12], [13], [14] adopting deep learning models to boost
their performance. Among them are two dominant tracking
strategies. One is the tracking-by-detection scheme that online
trains an object appearance classifier [10], [11] to distin-
guish the target from the background. The model is first
learned using the initial frame, and then fine-tuned using
the training samples generated in the subsequent frames
based on the newly predicted bounding box. The other
scheme is template matching, which adopts either the target
patch in the first frame [13], [15] or the previous frame [16]
to construct the matching model. To handle changes in the
target appearance, the template built in the first frame may
be interpolated by the recently generated object template
with a small learning rate [17].

The main difference between these two strategies is
that tracking-by-detection maintains the target’s appearance
information in the weights of the deep neural network,
thus requiring online fine-tuning with stochastic gradient
descent (SGD) to make the model adaptable, while in con-
trast, template matching stores the target’s appearance in
the object template, which is generated by feed forward
computations. Due to the computationally expensive model
updating required in tracking-by-detection, the speed of
such methods are usually slow, e.g. [10], [11], [18] run at
about 1 fps, although they do achieve state-of-the-art track-
ing accuracy. Template matching methods, however, are fast
because there is no need to update the parameters of the
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neural networks. Recently, several trackers [13], [14], [19],
[20], [21] adopt fully convolutional Siamese networks as the
matching model, which demonstrate promising results and
real-time speed. However, there is still a large performance
gap between template-matching models and tracking-by-
detection, due to the lack of an effective method for adapting
to appearance variations online.

In this paper, we propose a dynamic memory network,
where the target information is stored and recalled from ex-
ternal memory, to maintain the variations of object appear-
ance for template-matching (See an example in Figure 1).
Unlike tracking-by-detection where the target’s information
is stored in the weights of neural networks and therefore the
capacity of the model is fixed by the number of parameters,
the model capacity of our memory networks can be easily
enlarged by increasing the size of external memory, which
is useful for memorizing long-term appearance variations.
Since aggressive template updating is prone to overfit recent
frames and the initial template is the most reliable one,
we use the initial template as a conservative reference of
the object and a residual template, obtained from retrieved
memory, to adapt to the appearance variations. During
tracking, the residual template is gated channel-wise and
combined with the initial template to form the positive
matching template. The channel-wise gating of the residual
template controls how much each channel of the retrieved
template should be added to the initial template, which can
be interpreted as a feature/part selector for adapting the
template. Besides the positive template, a second “nega-
tive” memory unit stores templates of potential distractor
objects. The negative template is used to cancel out non-
discriminative channels (corresponding to object parts) in
the positive template, yielding the final template, which is
convolved with the search image features to get the response
map. The reading and writing process of the positive and
negative memories, as well as the channel-wise gate vector
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Fig. 1. Example of template updating on the Basketball video: the control gate signals change along with the appearance variations. When there
are large appearance changes, the allocation gate approaches to 1, which means a new memory slot is overwritten. When there are only small
appearance variations in the object template, then the read gate is close to 1, which indicates that the most recently read memory slot will be
updated. See Section 3.7 for detailed explanations.

for the residual template, is controlled by an LSTM (Long
Short-Term Memory) whose input is based on the search
feature map. As the target position is at first unknown in the
search image, we adopt an attention mechanism to locate
the object roughly in the search image, thus leading to a
soft representation of the target for the input to the LSTM
controller. This helps to retrieve the most-related template
in the memory. In addition, we further improve the tracking
performance by adding an auxiliary classification loss at the
end of the CNN feature extractor, which is aimed at improv-
ing the tracker’s robustness to appearance variations. The
tracking and classification losses serve complementary roles
– learning features through similarity matching facilitates
their ability of precise localization, while training features
on the auxiliary classification problem provides semantic
information for tracking robustness. The whole framework
is differentiable and therefore can be trained end-to-end
with SGD. In summary, the contributions of our work are:

• We design a dynamic memory network for visual track-
ing. An external memory block, which is controlled by
an LSTM with attention mechanism, allows adaptation
to appearance variations.

• We propose gated residual template learning to gener-
ate the final matching template, which effectively con-
trols the amount of appearance variations in retrieved
memory that is added to each channel of the initial
matching template. This prevents excessive model up-
dating, while retaining the conservative information of
the target.

• We propose a negative template memory for storing
and retrieving distractor templates, which are used to
cancel the response peaks due to distractor objects, thus
alleviating drift problems caused by distractors.

• We add an auxiliary classification branch after the fea-
ture extraction block, which trains the features to also
contain semantic information. This increases the robust-
ness of the features to variations in object appearances,
and boosts the tracking performance.

• We extensively evaluate our algorithm on large scale
datasets OTB and VOT. Our trackers perform favorably
against state-of-the-art tracking methods while possess-

ing real-time speed.
The remainder of the paper is organized as follows. In

Section 2, we briefly review related work. In Section 3, we
describe our proposed tracking methods, and in Section 4
we present implementation details. We perform extensive
experiments on OTB and VOT datasets in Section 5.

2 RELATED WORK

In this section, we review related work on tracking-by-
detection, tracking by template-matching, and memory net-
works. A preliminary version of our work appears in ECCV
2018 [22]. This paper contains additional improvements in
both methodology and experiments, including: 1) we pro-
pose a negative memory unit that stores distractor templates
to cancel out wrong responses from the object template; 2)
we design an auxiliary classification loss to facilitate the
tracker’s robustness to appearance changes; 3) we conduct
comprehensive experiments on the VOT datasets, including
VOT-2015, VOT-2016 and VOT-2017.

2.1 Tracking by Detection
Tracking-by-detection treats object tracking as a detection
problem within an ROI image, where an online learned
classifier is used to distinguish the target from the back-
ground. The difficulty of updating the classifier to adapt to
appearance variations is that the bounding box predicted on
each frame may not be accurate, which produces degraded
training samples and thus gradually causes the tracker to
drift. Numerous algorithms have been designed to miti-
gate the sample ambiguity caused by inaccurate predicted
bounding boxes. [23] formulates the online model learning
process in a semi-supervised fashion by combining a given
prior and the trained classifier. [24] proposes a multiple
instance learning scheme to solve the problem of inaccurate
examples for online training. Instead of only focusing on
facilitating the training process of the tracker, [25] decom-
poses the tracking task into three parts—tracking, learning
and detection, where a optical flow tracker is used for frame-
to-frame tracking and an online trained detector is adopted
to re-detect the target when drifting occurs.
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With the widespread use of CNNs in the computer
vision community, many methods [26] have applied CNNs
as the classifier to localize the target. [12] uses two fully con-
volutional neural networks to estimate the target’s bound-
ing box, including a GNet that captures category informa-
tion and an SNet that classifies the target from the back-
ground. [11] presents a multi-domain learning framework
to learn the shared representation of objects from differ-
ent sequences. Motived by Dropout [27], BranchOut [28]
adopts multiple branches of fully connected layers, from
which a random subset are selected for training, which
regularizes the neural networks to avoid overfitting. Unlike
these tracking-by-detection algorithms, which need costly
stochastic gradient decent (SGD) updating, our method
runs completely feed-forward and adapts to the object’s
appearance variations through a memory writing process,
thus achieving real-time performance.

2.2 Tracking by Template-Matching

Matching-based methods have recently gained popularity
due to their fast speed and promising performance. The
most notable is the fully convolutional Siamese network
(SiamFC) [13]. Although it only uses the first frame as
the template, SiamFC achieves competitive results and fast
speed. The key deficiency of SiamFC is that it lacks an effec-
tive model for online updating. To address this, [17] updates
the model using linear interpolation of new templates with
a small learning rate, but only sees modest improvements
in accuracy. RFL (Recurrent Filter Learning) [19] adopts a
convolutional LSTM for model updating, where the forget
and input gates control the linear combination of the his-
torical target information (i.e., memory states of the LSTM)
and the object’s current template automatically. Guo et al.
[14] propose a dynamic Siamese network with two general
transformations for target appearance variation and back-
ground suppression. He et. al. [20] design two branches of
Siamese networks with a channel-wise attention mechanism
aiming to improve the robustness and discrimination ability
of the matching network.

To further improve the speed of SiamFC, [29] reduces the
feature computation cost for easy frames, by using deep re-
inforcement learning to train policies for early stopping the
feed-forward calculations of the CNN when the response
confidence is high enough. SINT [15] also uses Siamese
networks for visual tracking and has higher accuracy, but
runs much slower than SiamFC (2 fps vs 86 fps) due to
the use of a deeper CNN (VGG16) for feature extraction,
and optical flow for its candidate sampling strategy. [30]
proposes a dual deep network by exploiting hierarchical
features of CNN layers for object tracking. Unlike other
template-matching models that use sliding windows or
random sampling to generate candidate image patches for
testing, GOTURN [16] directly regresses the coordinates of
the target’s bounding box by comparing the previous and
current image patches. Despite its fast speed and advantage
on handling scale and aspect ratio changes, its tracking
accuracy is much lower than other state-of-the-art trackers.

Different from existing matching-based trackers where
the capacity to adapt is limited by the neural network size,
we use SiamFC as the baseline feature extractor and add an
addressable memory, whose memory size is independent

of the neural networks and thus can be easily enlarged as
memory requirements of a tracking task increase.

2.3 Memory Networks
The recent use of convolutional LSTM for visual tracking
[19] shows that memory states are useful for object template
management over long timescales. Memory networks are
typically used to solve simple logical reasoning problem in
natural language processing (NLP), e.g., question answer-
ing and sentiment analysis. The pioneering works include
NTM (Neural Turing Machine) [31] and MemNN (Memory
Neural Networks) [32]. They both propose an addressable
external memory with reading and writing mechanisms
– NTM focuses on problems of sorting, copying and re-
call, while MemNN aims at language and reasoning tasks.
MemN2N [33] further improves MemNN by removing the
supervision of supporting facts, which makes it trainable in
an end-to-end fashion. Based on NTM, [34] proposes DNC
(Differentiable Neural Computer), which uses a different
access mechanism to alleviate the memory overlap and
interference problems. Recently, NTM is also applied to one-
shot learning [35] by redesigning the method for reading
and writing memory, and has shown promising results at
encoding and retrieving new information quickly. [36] also
proposes a memory-augmented tracking algorithm, which
obtains limited performance and lower speed (5 fps) due
to two reasons. First, in contrast to our method, they per-
forms dimensionality reduction of the object template (from
20x20x256 to 256) when storing it into memory, resulting in
loss of spatial information for template matching. Second,
they extract multiple patches centered on different positions
of the search image to retrieve the proper memory, which is
not efficient compared with our attention scheme.

Our proposed memory model differs from the aforemen-
tioned memory networks in the following aspects. First, for
the question answering problem, the input of each time
step is a sentence, i.e., a sequence of feature vectors (each
word corresponds to one vector) that needs an embedding
layer (usually RNN) to obtain an internal state. In contrast,
for object tracking, the input is a search image that needs
a feature extraction process (usually CNN) to get a more
abstract representation. Furthermore, for object tracking, the
target’s position in the search image patch is unknown,
and here we propose an attention mechanism to highlight
the target’s information when generating the read key for
memory retrieval. Second, the dimension of feature vec-
tors stored in memory for NLP is relatively small (50 in
MemN2N vs. 6×6×256=9216 in our case). Directly using the
original template for address calculation is time-consuming.
Therefore we apply an average pooling on the feature map
to generate a template key for addressing, which is effi-
cient and effective experimentally. Furthermore, we apply
channel-wise gated residual template learning for model
updating, and redesign the memory writing operation to
be more suitable for visual tracking.

2.4 Multi-task learning
Multi-task learning has been successfully used in many
applications of machine learning, ranging from natural lan-
guage processing [37] and speech recognition [38] to com-
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Fig. 2. The pipeline of our tracking algorithm. The green rectangle is the candidate region for target searching. The Feature Extraction blocks for the
object image and search image share the same architecture and parameters. An attentional LSTM extracts the target’s information on the search
feature map, which guides the memory reading process to retrieve a matching template. The residual template is combined with the initial template,
to obtain a positive template. A negative template is read from the negative memory and combined with the positive template to cancel responses
from distractor objects. The final template is convolved with the search feature map to obtain the response map. The newly predicted bounding box
is then used to crop the object’s feature map for writing to the positive memory. A negative template is extracted from the search feature map using
the response score and written to negative memory.

puter vision [39]. [40] estimates the street direction in an au-
tonomous driving car by predicting various characteristics
of the road, which serves as an auxiliary task. [41] introduces
auxiliary tasks of estimating head pose and facial attributes
to boost the performance of facial landmark detection, while
[42] boosted the performance of a human pose estimation
network by adding human joint detectors as auxiliary tasks.
Recent works combining object detection and semantic
segmentation [43], [44], as well as image depth estima-
tion and semantic segmentation [45], [46], also demonstrate
the effectiveness of multi-task learning on improving the
generalization ability of neural networks. Observing that
the CNN learned for object similarity matching lacks the
generalization ability of invariance to appearance variations,
we propose to add an auxiliary task, object classification, to
regularize the CNN so that it learns object semantics.

3 DYNAMIC MEMORY NETWORKS FOR TRACKING

In this section, we propose a dynamic memory network with
reading and writing mechanisms for visual tracking. The
whole framework is shown in Figure 2. Given the search
image, first features are extracted with a CNN. The image
features are input into an attentional LSTM, which controls
memory reading and writing. A residual template is read
from the positive memory and combined with the initial
template learned from the first frame, forming the positive
template. Then a negative template is retrieved from the

negative memory to cancel parts of the positive template
through a channel-wise gate, forming the final template. The
final template is convolved with the search image features
to obtain the response map, and the target bounding box
is predicted. The new target’s template is cropped using
the predicted bounding box, features are extracted and then
written into positive memory for model updating. The neg-
ative template is extracted on the search feature map based
on the response map. Responses whose corresponding score
is greater than a threshold and whose distance are far from
the target’s center are considered as negative (distractor)
templates for negative memory writing.

3.1 Feature Extraction
Given an input image It at time t, we first crop the frame
into a search image patch St with a rectangle that is com-
puted from the previous predicted bounding box as in [13].
Then it is encoded into a high level representation f(St),
which is a spatial feature map, via a fully convolutional
neural networks (FCNN). In this work we use the FCNN
structure from SiamFC [13]. After getting the predicted
bounding box, we use the same feature extractor to compute
the new object template for positive memory writing.

3.2 Attention Scheme
Since the object information in the search image is needed
to retrieve the related template for matching, but the object
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Fig. 3. Left: Diagram of attention network. Right: Visualization of at-
tentional weights map: for each pair, (top) search images and ground-
truth target box, and (bottom) attention maps over search image. For
visualization, the attention maps are resized using bicubic interpolation
to match the size of the original image.

location is unknown at first, we apply an attention mecha-
nism to make the input to the LSTM concentrate more on
the target. We define Ft,i ∈ Rn×n×c as the i-th n × n × c
square patch on Ft = f(St) in a sliding window fashion.1

Each square patch covers a certain part of the search image.
An attention-based weighted sum of these square patches
can be regarded as a soft representation of the object, which
can then be fed into the LSTM to generate a proper read key
for memory retrieval. However the size of this soft feature
map is still too large to directly feed into the LSTM. To
further reduce the size of each square patch, we first adopt
an average pooling with n× n filter size on Ft,

ft = AvgPoolingn×n(Ft) (1)

and ft,i ∈ Rc is the feature vector for the ith patch.
The attended feature vector is then computed as the

weighted sum of the feature vectors,

at =
L∑

i=1

αt,ift,i (2)

where L is the number of square patches, and the attention
weights αt,i is calculated by a softmax,

αt,i =
exp(rt,i)∑L
k=1 exp(rt,k)

(3)

where

rt,i =W atanh(Whht−1 +W f ft,i + b) (4)

is an attention network (Figure 3: Left), which takes the
previous hidden state ht−1 of the LSTM and a square patch
f∗t,i as input. W a,Wh,W f and b are weight matrices and
biases for the network.

By comparing the target’s historical information in the
previous hidden state with each square patch, the attention
network can generate attentional weights that have higher
values on the target and smaller values for surrounding
regions. Figure 3 (right) shows example search images with
attention weight maps. Our attention network can always
focus on the target which is beneficial when retrieving
memory for template matching.

1. We use 6×6×256, which is the same size of the matching template.

3.3 LSTM Memory Controller
For each time step, the LSTM controller takes the attended
feature vector at, obtained by the attention module, and
the previous hidden state ht−1 as input, and outputs the
new hidden state ht to calculate the memory control signals,
including read key, read strength, bias gates, and decay rate
(discussed later). The internal architecture of the LSTM uses
the standard model, while the output layer is modified to
generate the control signals. In addition, we also use layer
normalization [47] and dropout regularization [27] for the
LSTM. The initial hidden state h0 and cell state c0 are
obtained by passing the initial target’s feature map through
one n × n average pooling layer and two separate fully-
connected layer with tanh activation functions, respectively.

3.4 Memory Reading
Memory is retrieved by computing a weighted sum of
all memory slots with the read weight vector, which is
determined by the cosine similarity between the read key
and the memory keys. This aims at retrieving the most
related template stored in memory. Since the memory read-
ing processes for positive and negative are similar, we will
only show the positive case. Suppose Mt ∈ RN×n×n×c
represents the memory module, such that Mt(j) ∈ Rn×n×c
is the template stored in the jth memory slot and N is the
number of memory slots. The LSTM controller outputs the
read key kt ∈ Rc and read strength βt ∈ [1,∞],

kt =W
kht + bk, (5)

βt =1 + log(1 + exp(W βht + bβ)), (6)

where W k,W β , bk, bβ are the weight matrices and biases.
The read key kt is used for matching the contents in mem-
ory, while the read strength βt indicates the reliability of the
generated read key. Given the read key and read strength, a
read weight wr

t ∈ RN is computed for memory retrieval,

wr
t (j) =

exp {C(kt,kMt(j))βt}∑
j′ exp {C(kt,kMt(j′))βt}

, (7)

where kMt(j) ∈ Rc is the memory key generated by a n× n
average pooling on Mt(j). C(x,y) is the cosine similarity
between vectors, C(x,y) = x·y

‖x‖‖y‖ . Finally, the template is
retrieved from memory as a weighted sum,

Tretr
t =

N∑

j=1

wr
t (j)Mt(j). (8)

3.5 Residual Template Learning
Directly using the retrieved template for similarity matching
is prone to overfit recent frames. Instead, we learn a resid-
ual template by multiplying the retrieved template with a
channel-wise gate vector and adding it to the initial tem-
plate to capture appearance changes. Therefore, our positive
template is formulated as,

T
pos
t = T0 + rt �Tretr

t , (9)

where T0 is the initial template and � is channel-wise
multiplication. rt ∈ Rc is the residual gate produced by the
LSTM controller,

rt = σ(W rht + br), (10)
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Fig. 4. Left: The feature channels respond to target parts: images are
reconstructed from conv5 of the CNN used in our tracker. Each image is
generated by accumulating reconstructed pixels from the same channel.
The input image is shown in the top-left. Right: Channel visualizations of
a retrieved template along with their corresponding residual gate values
in the left-top corner.

where W r, br are the weights and bias, and σ represents
sigmoid function. The residual gate controls how much each
channel of the retrieved template is added to the initial tem-
plate, which can be regarded as a form of feature selection.

By projecting different channels of a target feature map
to pixel-space using deconvolution, as in [48], we find that
the channels focus on different object parts (Figure 4: Left).
To show the behavior of residual learning, we also visualize
the retrieved template along with its residual gates in Figure
4 (right). The channels that correspond to regions with
appearance changes (the bottom part of the face is occluded)
have higher residual gate values, demonstrating that the
residual learning scheme adapts the initial template to ap-
pearance variations. In addition, channels corresponding to
previous target appearances are also retrieved from memory
(e.g., 6th row, 5th column; the nose and mouth are both
visible meaning that they are not occluded), demonstrating
that our residual learning does not overfit to recent frames.
Thus, the channel-wise feature residual learning has the ad-
vantage of updating different object parts separately. Exper-
iments in Section 5.3 show that this yields a big performance
improvement.

3.6 Distractor Template Canceling and Final Template
As is shown in Section 3.5, the feature channels respond to
different object parts. The channels of the positive template
that are similar to those of a distractor template are consid-
ered as not discriminative. Thus we propose to cancel these
feature channels of the positive template via a canceling gate
to obtain the final template,

Tfinal
t = T

pos
t − ct �T

neg
t , (11)

where T
neg
t is the distractor (negative) template which is

retrieved from negative memory (as in Section 3.4), and ct
is the canceling gate produced by comparing the positive
and negative templates,

ct = σ(W ctanh(W pos
1×1×c ∗T

pos
t +Wneg

1×1×c ∗T
neg
t + bc))

(12)

where W pos,Wneg are 1×1×c convolution filters, {W c, bc}
are the weights and bias, and ∗ is the convolution opera-
tion. This process weakens the weight of non-discriminative
channels when forming the final response map, leading to
an emphasis of discerning channels. To demonstrate the ef-
fect of distractor template canceling, we show the responses

#16 #17 #19#18 #20

Image Patch

Response by
MemDTC

Response by
MemTrack

Fig. 5. Example responses comparing tracking with distractor template
canceling (MemDTC) and without (MemTrack).

generated with distractor template canceling (MemDTC)
and without it (MemTrack) in Figure 5. The response maps
generated by MemDTC are less cluttered than those of
MemTrack, and MemDTC effectively suppresses responses
from similar looking distractors (i.e., the other runners).

The response map is generated by convolving the search
feature map with the final template as the filter, which is
equivalent to calculating the correlation score between the
template and each translated sub-window on the search fea-
ture map in a sliding window fashion. The displacement of
the target from the last frame to current frame is calculated
by multiplying the position of the maximum score, relative
to the center of the response map, with the feature stride.
The size of the bounding box is determined by searching
at multiple scales of the feature map. This is done using a
single feed forward computation by assembling all scaled
images as a mini-batch, which is very efficient in modern
deep learning libraries.

3.7 Positive Memory Writing

The image patch with the new position of the target is used
for positive memory writing. The new object template Tnew

t

is computed using the feature extraction CNN. There are
three cases for memory writing: 1) when the new object
template is not reliable (e.g. contains a lot of background),
there is no need to write new information into memory;
2) when the new object appearance does not change much
compared with the previous frame, the memory slot that
was previously read should be updated; 3) when the new
target has a large appearance change, a new memory slot
should be overwritten. To handle these three cases, we
define the write weight as

ww
t = gs0+ grwr

t + gawa
t , (13)

where 0 is the zero vector, wr
t is the read weight, and wa

t

is the allocation weight, which is responsible for allocating
a new position for memory writing. The skip gate gs, read
gate gr and allocation gate ga, are produced by the LSTM
controller with a softmax function,

[gs, gr, ga] = softmax(W ght + bg), (14)

whereW g, bg are the weights and biases. Since gs+gr+ga =
1, these three gates govern the interpolation between the
three cases. If gs = 1, then ww

t = 0 and nothing is written.
If gr or ga have higher value, then the new template is either
used to update the old template (using wr

t ) or written into
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Fig. 6. Diagram of positive memory access mechanism, including read-
ing and writing process.

newly allocated position (using wa
t ). The allocation weight is

calculated by,

wa
t (j) =




1, if j = argmin

j
wu
t−1(j)

0, otherwise
(15)

where wu
t is the access vector,

wu
t = λwu

t−1 +wr
t +ww

t , (16)

which indicates the frequency of memory access (both read-
ing and writing), and λ is a decay factor. Memory slots that
are accessed infrequently will be assigned new templates.
As is shown in Figure 1, our memory network is able to
learn the appropriate behavior for effectively updating or
allocating new templates to handle appearance variations.

The writing process is performed with a write weight in
conjunction with an erase factor for clearing the memory,

Mp
t+1(j) = Mp

t (j)(1−ww
t (j)e

w) +wt(j)
wewTnew

t , (17)

where ew is the erase factor computed by

ew = drgr + ga, (18)

and dr ∈ [0, 1] is the decay rate produced by the LSTM
controller,

dr = σ(W dht + bd), (19)

where W d, bd are the weights and bias. If gr = 1 (and thus
ga = 0), then dr serves as the decay rate for updating the
template in the memory slot (Case 2). If ga = 1 (and gr = 0),
dr has no effect on ew, and thus the memory slot will be
erased before writing the new template (Case 3). Figure 6
shows the detailed diagram of the positive memory reading
and writing process.

3.8 Negative Memory Writing

For negative memory, the distractor templates for memory
writing are extracted from the search feature map based
on their response score. Those with high score peak and
are far away from the target are considered as distractor
templates. Following the notation of Section 3.2, Ft,i is the
i-th n × n × c square patch on search feature map Ft. The

set of distractor templates is defined as the top-K templates
(based on response score),

Sdis = {Ft,i | D(i, ∗) > τ,R(Ft,i) > γR(Ft,∗),

Ft,i ∈
K

argmax
Ft

R(Ft)},
(20)

where R(Ft,i) is the response score for Ft,i, D(i, ∗) is the
spatial distance between the centers of the two templates,
and Ft,∗ is the template with maximum response score. The
operator argmaxK returns the set with the top-K values.
τ is a distance threshold, and γ is a score ratio threshold.
Note that if there are no distractor templates satisfying the
above criterion, a zero-filled template will be written into
the negative memory, which will have no effect on forming
the final template.

As the distractor template is usually temporary and
changes frequently, we simplify the memory writing process
by only using an allocation weight as the write weight. Thus
the negative memory writing is similar to a memory queue

Mn
t+1(j) =

K∑

k

Mn
t (j)(1−wna

t,k(j)) +wna
t,k(j)T

dis
t,k, (21)

where Tdis
t,k ∈ Sdis stands for the k-th distractor template

selected based on response score. wna
t,k is the allocation

weight for negative memory, which is calculated by

wna
t,k(j) =

{
1, if j = p(k), p(k) ∈ Salloc
0, otherwise

(22)

where Salloc =
K

argmin
j

wu
t−1(j) represents the top-K newly

allocated memory positions.

3.9 Auxiliary Classification Loss
As is stated in [49], robust visual tracking needs both fine-
grained details to accurately localize the target and semantic
information to be robust to appearance variations caused by
deformation or occlusion. Features learned with similarity
matching are mainly focused on precise localization of the
target. Thus, we propose to add an auxiliary classification
branch after the last layer of the CNN feature extractor to
guide the networks to learn complementary semantic infor-
mation. The classification branch contains a fully-connected
layer with 1024 neurons and ReLU activations, followed
by a fully connected layer with 30 neurons (there are 30
categories in the training data) with a softmax function. The
final loss for optimization is formed by two parts, matching
loss and classification loss,

L(R,R∗, p, p∗) = Lmch(R,R
∗) + κLcls(p, p

∗), (23)

where R,R∗ are the predicted response and groundtruth
response. p, p∗ are the predicted probability and the
groundtruth class of the object. Lmch is an element-wise
sigmoid cross entropy loss as in [13],

Lmch(R,R
∗) =

1

|D|
∑

u∈D
`(Ru, R

∗
u), (24)

where D are the positions in the score map, and `(·) is the
sigmoid cross entropy loss. Lcls is the softmax cross entropy
loss. κ is a balancing factor between the two losses. Note that
the classification branch will be removed during testing.
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4 IMPLEMENTATION DETAILS

We adopt an Alex-like CNN as in SiamFC [13] for feature ex-
traction, where the input image sizes of the object and search
images are 127×127×3 and 255×255×3, respectively. We use
the same strategy for cropping the search and object images
as [13], where some context margins around the target are
added when cropping the object image. Specifically, given
the newly predicted bounding box {xt, yt, wt, ht} (center x,
center y, width, height) in frame t, the cropping ROI for the
object image patch is calculated by

xot = xt, yot = yt, wot = hot =
√
(c+ wt)(c+ ht), (25)

where c = δ ∗ (wt + ht) is the context length and δ = 0.5 is
the context factor. For frame t+ 1, the ROI cropping for the
search image patch is computed by

xst+1 = xt, yst+1 = yt,

wst+1 = hst+1 =
255− 127

127
∗ wot + wot .

(26)

Note that the cropped object image patch and search im-
age patch are then resized to 127×127×3 and 255×255×3,
respectively, to match the network input.

The whole network is trained offline on the VID dataset
(object detection from video) of ILSVRC [50] from scratch,
and takes about one day. Adam [51] optimization is used
with a mini-batches of 8 video clips of length 16. The
initial learning rate is 1e-4 and is multiplied by 0.8 every
10k iterations. The video clip is constructed by uniformly
sampling frames (while keeping the temporal order) from
each video. This aims to diversify the appearance variations
in one episode for training, which can simulate fast motion,
fast background change, jittering object, low frame rate.
We use data augmentation, including small image stretch
and translation for the target image and search image. The
dimension of memory states in the LSTM controller is 512
and the retain probability used in dropout for LSTM is 0.8.
The number of positive memory slots and negative memory
slots are Npos = 8, Nneg = 16. The distance threshold and
score ratio threshold are τ = 4, γ = 0.7 and the number of
selected distractor templates is K = 2. The balancing factor
for auxiliary loss is κ = 0.05. The decay factor used for
calculating the access vector is λ = 0.99.

At test time, the tracker runs completely feed-forward
and no online fine-tuning is needed. We locate the target
based on the upsampled response map as in SiamFC [13],
and handle the scale changes by searching for the target
over three scales 1.05[−1,0,1]. To smoothen scale estimation
and penalize large displacements, we update the object scale
with the new one by an exponential smoothing factor of 0.5
and dampen the response map with a cosine window by an
exponential smoothing factor of 0.19.

Our algorithm is implemented in Python with the Ten-
sorFlow toolbox [52], and tested on a computer with four
Intel(R) Core(TM) i7-7700 CPU @ 3.60GHz and a single
NVIDIA GTX 1080 Ti with 11GB RAM. It runs about 50
fps for MemTrack and MemTrack* and about 40 fps for
MemDTC and MemDTC*.

5 EXPERIMENTS

We evaluate our preliminary tracker [22] which only has
positive memory networks (MemTrack), as well as three
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Fig. 7. Precision and success plots on OTB-2013 for real-time trackers.
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Fig. 8. Precision and success plot on OTB-2015 for real-time trackers.

improved versions which are MemTrack with auxiliary
classification loss (MemTrack*), MemTrack with distractor
template canceling (MemDTC), and MemDTC with auxil-
iary classification loss (MemDTC*). We conduct experiments
on five challenging datasets: OTB-2013 [53], OTB-2015 [54],
VOT-2015 [55], VOT-2016 [56] and VOT-2017 [57]. We fol-
low the standard protocols, and evaluate using precision
and success plots, as well as area-under-the-curve (AUC)
on OTB datasets. We also present the distance precision
rate, overlap success rate and center location error on OTB
for completeness. For VOT datasets, we use the toolbox2

provided by VOT committee to generate the results.

5.1 OTB datasets
On OTB-2013 and OTB-2015, we compare our proposed
trackers with 12 recent real-time methods (≥ 15 fps):
SiamRPN [58], DSiamM [14], PTAV [59], CFNet [17], LMCF
[60], ACFN [61], RFL [19], SiamFC [13], SiamFC* [17], Staple
[62], DSST [63], and KCF [64] . To further show our tracking
accuracy, on OTB-2015, we also compared with another 8
recent state-of-the art trackers that are not real-time speed:
CREST [10], CSR-DCF [65], MCPF [66], SRDCFdecon [67],
SINT [15], SRDCF [68], HDT [69], HCF [49].

The OTB-2013 [53] dataset contains 51 sequences with
11 video attributes and two evaluation metrics, which are
center location error and overlap ratio. The OTB-2015 [54]
dataset is the extension of OTB-2013 to 100 sequences, and
is thus more challenging. We conduct the ablation study
mainly on OTB-2015 since it contains OTB-2013.

5.1.1 Comparison to real-time trackers
Figure 7 shows the one-pass comparison results with recent
real-time trackers on OTB-2013. Our newly proposed track-
ers MemDTC, MemTrack* and MemDTC* rank the three
best AUC scores on the success plot, which all outperform
our earlier work MemTrack [22]. For the precision plot

2. https://github.com/votchallenge/vot-toolkit

This is the author's version of an article that has been published in this journal. Changes were made to this version by the publisher prior to publication.
The final version of record is available at  http://dx.doi.org/10.1109/TPAMI.2019.2929034

Copyright (c) 2019 IEEE. Personal use is permitted. For any other purposes, permission must be obtained from the IEEE by emailing pubs-permissions@ieee.org.

https://github.com/votchallenge/vot-toolkit


JOURNAL OF LATEX CLASS FILES, VOL. 14, NO. 8, AUGUST 2015 9

MemDTC* MemDTC MemTrack* MemTrack SiamRPN DSiamM PTAV LMCF ACFN SiamFC SiamFC* RFL Staple CFNet KCF DSST

DP @10 (%) (↑) I 75.9 74.8 76.4 73.9 76.9 75.8 74.7 73.6 74.4 69.8 71.4 63.0 69.5 66.9 59.2 61.9
II 72.5 71.6 72.7 69.5 71.3 65.7 70.7 67.4 68.1 63.9 67.1 63.5 67.6 66.0 55.7 58.1

DP @20 (%) (↑) I 88.4 86.6 87.1 84.9 88.4 89.1 87.9 84.2 86.0 80.9 80.6 78.6 79.3 78.5 74.0 74.0
II 84.8 84.5 84.4 82.0 85.1 81.5 84.1 78.9 79.9 77.1 76.9 77.8 78.4 77.7 69.6 68.0

DP @30 (%) (↑) I 91.5 89.7 90.2 88.7 92.0 91.7 90.3 87.0 89.1 83.9 85.0 82.8 81.1 81.7 78.3 76.4
II 88.1 87.8 87.9 85.6 88.8 86.8 88.0 81.8 84.4 81.1 80.9 81.7 80.6 81.3 74.0 71.3

OS @0.3 (%) (↑) I 90.5 90.2 89.7 88.9 92.0 92.0 89.3 86.0 86.5 83.9 84.9 82.9 80.0 81.0 73.0 74.5
II 87.7 88.0 87.9 86.6 89.5 86.3 87.8 79.8 81.9 81.2 80.9 82.5 79.8 81.5 68.1 69.1

OS @0.5 (%) (↑) I 84.7 84.6 84.5 80.9 85.7 84.1 81.3 80.0 75.0 77.9 78.3 74.3 75.4 75.2 62.3 67.0
II 80.6 80.3 80.8 78.3 81.9 76.0 76.8 71.9 69.2 73.0 73.6 73.0 70.9 73.7 55.1 60.1

OS @0.7 (%) (↑) I 59.0 60.0 60.4 57.3 56.8 56.1 59.9 56.5 49.0 55.1 55.0 48.0 57.9 51.3 39.3 51.8
II 55.7 55.7 56.2 54.6 53.9 48.5 53.4 50.2 45.1 50.3 50.8 47.7 51.7 50.1 35.3 46.0

CLE (pixel) (↓) I 16.9 21.5 19.1 27.6 14.2 13.8 19.3 23.8 18.7 29.7 35.2 35.7 30.6 40.3 35.5 41.4
II 20.3 21.8 22.1 27.8 19.2 22.8 19.8 39.0 25.2 33.1 35.9 35.8 31.4 34.8 44.7 50.3

TABLE 1
Comparison results on OTB-2013 (I) and OTB-2015 (II). DP @n is the distance precision rate at the threshold of n pixels and OS @s is the

overlap success rate at the threshold of s overlap ratio. CLE is center location error. The best result is bolded, and second best is underlined. The
up arrows indicate higher values are better for that metric, while down arrows mean lower values are better.

with center location error, these three trackers also surpass
MemTrack by a large margin. Compared with SiamFC [13],
which is the baseline for matching-based methods without
online updating, the proposed MemDTC*, MemDTC and
MemTrack* achieve an improvement of 9.3%, 7.0% and 7.7%
on the precision plot, and 8.9%, 8.4% and 8.6% on the
success plot. Our methods also outperforms SiamFC*, the
improved version of SiamFC [17] that uses linear interpola-
tion of the old and new filters with a small learning rate for
online updating. This indicates that our dynamic memory
networks can handle object appearance changes better than
simply interpolating new templates with old ones.

Figure 8 presents the precision plot and success plot
for recent real-time trackers on OTB-2015. Our newly pro-
posed trackers outperform all other methods on success
plot with AUC score. Specifically, our methods perform
much better than RFL [19], which uses the memory states
of the LSTM to maintain the object appearance variations.
This demonstrates the effectiveness of using an external
addressable memory to manage object appearance changes,
compared with using LSTM memory which is limited by
the size of the hidden states. Furthermore, the proposed
MemDTC*, MemDTC and MemTrack* improve over the
baseline SiamFC [13] by 10.0%, 9.6% and 9.5% on the pre-
cision plot, and 9.6%, 9.5% and 10.0% on the success plot.
Our trackers MemTrack* and MemDTC* also outperform
the most recently proposed three trackers, SiamRPN [58],
DSiamM [14], PTAV [59], on AUC score.

Table 1 shows the quantitative results of the distance
precision (DP) rate at different pixel thresholds (10, 20, 30),
overlap success (OS) rate at different overlap ratios (0.3,
0.5, 0.7), and center location errors (CLE) on both OTB-2013
(I) and OTB-2015 (II). Our improved trackers MemDTC*,
MemDTC and MemTrack* consistently outperform our ear-
lier work MemTrack [22] on all measures. In addition, they
also performs well when the success condition is more
strict (DP @10 and OS @0.7), indicating that their estimated
bounding boxes are more accurate.

Figure 10 further shows the AUC scores of real-time
trackers on OTB-2015 under different video attributes in-
cluding out-of-plane rotation, occlusion, motion blur, fast
motion, in-plane rotation, out of view, background clut-
ter and low resolution. Our MemTrack* outperforms other
trackers on motion blur, fast motion and out of view, demon-
strating its ability of adapting to appearance variations
using multiple memory slots. In addition, our MemTrack
also shows superior accuracy on low-resolution attributes.
Figure 11 shows qualitative results of our trackers compared
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Fig. 9. (left) Success plot on OTB-2015 comparing our real-time meth-
ods with recent non-real-time trackers. (right) AUC score vs. speed with
recent trackers.

with 6 real-time trackers.

5.1.2 Comparison to non-real-time trackers

Figure 9 presents the comparison results of 8 recent state-
of-the-art non-real time trackers for AUC score (left), and
the AUC score vs. speed (right) of all trackers. Our newly
proposed trackers MemDTC*, MemDTC and MemTrack*,
which run in real-time (40 fps for MemDTC* and MemDTC,
50 fps for MemTrack*), outperform CREST [10], MCPF [66]
and SRDCFdecon [67], which all run at ∼1 fps. Moreover,
our earlier work MemTrack also surpasses SINT, which is
another matching-based method with optical flow as motion
information, in terms of both accuracy and speed.

5.2 VOT datasets

The VOT-2015 dataset [55] contains 60 video sequences with
per-frame annotated visual attributes. Objects are marked
with rotated bounding boxes to better fit their shapes. The
VOT-2016 dataset [56] uses the same sequences as in VOT-
2015 but re-annotates the ground truth bounding boxes
in an automatic way with per-frame segmentation masks.
The VOT-2017 dataset [57] replaces the least challenging
sequences in VOT-2016 with 10 new videos and manually
fixes the bounding boxes that were incorrectly placed by
automatic methods introduced in VOT-2016.

Tracker performance is evaluated using three metrics:
expected average overlap (EAO), accuracy, and robustness.
The expected average overlap is computed by averaging
the average overlap on a large set of sequence clips with
different predefined lengths for all videos. The accuracy
measures how well the bounding box estimated by the
tracker fits the ground truth box and the robustness mea-
sures the frequency of tracking failure during tracking.
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Success plots of OPE - fast motion (39)
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Success plots of OPE - in-plane rotation (51)
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Success plots of OPE - out of view (14)
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Success plots of OPE - background clutter (31)
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Success plots of OPE - low resolution (9)
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Fig. 10. The success plots on OTB-2015 for eight challenging attributes: out-of-plane rotation, occlusion, motion blur, fast motion, in-plane rotation,
out of view, background clutter and low resolution.

Fig. 11. Qualitative results of our MemTrack, along with SiamFC [13], RFL [19], CFNet [17], Staple [62], LMCF [60], ACFN [61] on eight challenge
sequences. From left to right, top to bottom: board, bolt2, dragonbaby, lemming, matrix, skiing, biker, girl2.

5.2.1 VOT-2015 Results
There are 41 trackers submitted to VOT-2015 and 21 baseline
trackers contributed by the VOT-2015 committee. Table 2
presents the detailed comparison results with the best 25
performing methods (according to EAO, expected average
overlap). Our newly proposed tracker MemDTC* achieves
the third and fourth place in terms of accuracy and EAO.
Note that MDNet [11] achieves the best score for all metrics,
which is however much slower than our MemTrack*. Our
methods also runs much faster (higher EFO3) than Deep-
SRDCF [70] and EBT [71], which are slightly better than our

3. EFO (equivalent filter operations) is a measurement of speed
generated by the VOT toolkit automatically, and is similar to fps but
is a relative value. For example, SiamFC gets 32 EFO (VOT) vs. 86 fps
(original) in Table 4, while ours is 24 EFO (VOT) vs. 50 fps (original).

MemTrack*. Moreover, SRDCF [68], LDP [55] and sPST [72],
which outperform our MemTrack, do not have real-time
speed. Figure 12 shows the accuracy-robustness ranking
plot (left) and EAO vs. EFO plot (right) on the VOT-2015
dataset. Our methods perform favorably against state-of-
the-art trackers in terms of both accuracy and robustness
(see upper right corner), while maintaining real-time speed
(∼20 EFO). Finally, MemTrack and MemTrack* have slightly
worse EAO than the baseline SiamFC on VOT-2015, which
could be an artifact of the noisy ground-truth bounding
boxes in VOT-2015. On VOT-2016, which contains the same
videos as VOT-2015 and has improved ground-truth anno-
tations, MemTrack and MemTrack* outperform SiamFC by
a large margin (see Section 5.2.2).
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Fig. 12. The AR rank plots and EAO vs. EFO for VOT-2015. Our methods
are colored with red, while the top-10 methods are marked with blue.
Others are colored with gray.

EAO (↑) Acc.(↑) Rob. (↓) EFO (↑)
MDNet 0.3783 0.6033 0.6936 0.97

DeepSRDCF 0.3181 0.5637 1.0457 0.26
EBT 0.3130 0.4732 1.0213 2.74

MemDTC* 0.3005 0.5646 1.4610 22.18
MemDTC 0.2948 0.5509 1.6365 21.95
SiamFC4 0.2889 0.5335 - -
SRDCF 0.2877 0.5592 1.2417 1.36

MemTrack* 0.2842 0.5573 1.6768 26.24
LDP 0.2785 0.4890 1.3332 5.17
sPST 0.2767 0.5473 1.4796 1.16

MemTrack 0.2753 0.5582 1.7286 26.11
SC-EBT 0.2548 0.5529 1.8587 1.83
NSAMF 0.2536 0.5305 1.2921 6.81
Struck 0.2458 0.4712 1.6097 3.52

RAJSSC 0.2420 0.5659 1.6296 2.67
S3Tracker 0.2403 0.5153 1.7680 20.04
SumShift 0.2341 0.5169 1.6815 23.55
SODLT 0.2329 0.5607 1.7769 1.14

DAT 0.2238 0.4856 2.2583 14.87
MEEM 0.2212 0.4993 1.8535 3.66

RobStruck 0.2198 0.4793 1.4724 1.67
OACF 0.2190 0.5751 1.8128 9.88
MCT 0.2188 0.4703 1.7609 3.98

HMMTxD 0.2185 0.5278 2.4835 2.17
ASMS 0.2117 0.5066 1.8464 142.26

MKCF+ 0.2095 0.5153 1.8318 1.79
TRIC-track 0.2088 0.4618 2.3426 0.03

AOG 0.2080 0.5067 1.6727 1.26
SME 0.2068 0.5528 1.9763 5.77

MvCFT 0.2059 0.5220 1.7220 11.85

TABLE 2
Results on VOT-2015. The evaluation metrics include expected average

overlap (EAO), accuracy value (Acc.), robustness value (Rob.) and
equivalent filter operations (EFO). The top three performing trackers are

colored with red, green and blue respectively. The up arrows indicate
higher values are better for that metric, while down arrows mean lower

values are better. Real-time methods (>15 EFO) are underlined.

5.2.2 VOT-2016 Results
Together 48 tracking methods are submitted to the VOT-
2016 challenge and 22 baseline algorithms are provided by
the VOT-2016 committee and associates. Table 3 summarizes
the detailed comparison results with the top 25 performing
trackers. Overall, CCOT [73] achieves the best results on
EAO, SSAT [56] obtains the best performance on accuracy

4. Results are obtained from the original SiamFC paper [13].
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Fig. 13. The AR rank plots and EAO vs. EFO for VOT-2016. See the
caption of Figure 12 for description of the colors.

value, and TCNN [18] outperforms all other trackers on
robustness value. Our MemDTC* ranks the 5th over EAO,
and surpasses other variants MemTrack, MemTrack* and
MemDTC by a large margin. With the use of deeper net-
works, VGG, SSAT and MLDF achieve better EAO com-
pared with MemDTC*, which is however at the cost of con-
suming considerable computation leading to non-realtime
speed. It is worth noting that the proposed MemDTC* runs
much faster than those trackers that rank ahead of it. Figure
13 shows the accuracy-robustness ranking plot (left) and
EAO vs. EFO plot (right) on the VOT-2016 dataset. Our
algorithm MemDTC* achieves better robustness rank than
the other three variants MemDTC, MemTrack* and Mem-
Track. As reported in VOT-2016, the SOTA bound is EAO
0.251, which all our trackers exceed. In addition, our trackers
outperform the baseline matching-based tracker SiamAN
(SiamFC with AlexNet), SiamRN (SiamFC with ResNet) and
RFL [19] over all evaluation metrics.

5.2.3 VOT-2017 Results
There are 38 valid entries submitted to the VOT-2017 chal-
lenge and 13 baseline trackers contributed by the VOT-2017
committee and associates. Table 4 shows the comparison
results of the top 25 performing trackers, as well as our
proposed methods. The winner of VOT-2017 is LSART
[74], which utilizes a weighted cross-patch similarity kernel
for kernelized ridged regression and a fully convolutional
neural network with spatially regularized kernels. However
due to heavy model fusing and the use of deeper networks
(VGGNet), it runs at ∼2 fps. ECO [75], which ranks the
fourth place on EAO, improves CCOT [73] over both perfor-
mance and speed by introducing a factorized convolution
operator. However the speed of ECO is still far from real-
time even though it is faster than CCOT. CFWCR [57] adopts
ECO as the baseline and further boosts it by using more
layers for feature fusing. CFCF [76] also utilizes ECO as
the baseline tracker and improves it by selecting different
layer features (first, fifth and sixth) of a newly trained fully
convolutional network on ILSVRC [50] as the input of ECO.
In addition, Gnet [57] integrates GoogLeNet features into
SRDCF [68] and ECO [75]. Since those trackers that rank
ahead of our MemDTC* are usually based on either ECO or
SRDCF using deeper networks (like VGG), which are thus
not real-time, our tracker performs favorably against these
top performing trackers, while retaining real-time speed.
Furthermore, our MemDTC* outperforms both our earlier
work MemTrack [22] and the baseline tracker SiamFC [13].
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EAO (↑) Acc.(↑) Rob. (↓) EFO (↑)
CCOT 0.3305 0.5364 0.8949 0.51
TCNN 0.3242 0.5530 0.8302 1.35
SSAT 0.3201 0.5764 1.0462 0.80

MLDF 0.3093 0.4879 0.9236 2.20
MemDTC* 0.2976 0.5297 1.3106 22.30

Staple 0.2940 0.5406 1.4158 14.43
DDC 0.2928 0.5363 1.2656 0.16
EBT 0.2909 0.4616 1.0455 2.87

SRBT 0.2897 0.4949 1.3314 2.90
STAPLE+ 0.2849 0.5537 1.3094 18.12

DNT 0.2781 0.5136 1.2004 1.88
SiamRN 0.2760 0.5464 1.3617 7.05

DeepSRDCF 0.2759 0.5229 1.2254 0.38
SSKCF 0.2747 0.5445 1.4299 44.06

MemTrack 0.2723 0.5273 1.4381 24.60
MemTrack* 0.2713 0.5378 1.4736 24.22
MemDTC 0.2679 0.5109 1.8287 21.42

SHCT 0.2654 0.5431 1.3902 0.54
MDNet N 0.2569 0.5396 0.9123 0.69

FCF 0.2508 0.5486 1.8460 2.39
SRDCF 0.2467 0.5309 1.4332 1.99

RFD CF2 0.2414 0.4728 1.2697 1.20
GGTv2 0.2373 0.5150 1.7334 0.52

SiamAN 0.2345 0.5260 1.9093 11.93
DPT 0.2343 0.4895 1.8509 4.03

deepMKCF 0.2320 0.5405 1.2271 1.89
HMMTxD 0.2311 0.5131 2.1444 4.99
NSAMF 0.2267 0.4984 1.2536 6.61

ColorKCF 0.2257 0.5003 1.5009 111.39

TABLE 3
Results on VOT-2016. See the caption of Table 2 for more information.
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Fig. 14. The AR rank plots and EAO vs. EFO for VOT-2017. Our methods
are colored with red while the top 10 methods are marked with blue.
Others are colored with gray.

Figure 14 shows the accuracy-robustness ranking plot (left)
and EAO vs. EFO plot (right) on the VOT-2017 dataset. Our
methods perform favorably against state-of-the-art trackers
in terms of both accuracy and robustness, and has the best
performance among real-time trackers.

5.3 Ablation Studies
Our preliminary tracker MemTrack [22] contains three im-
portant components: 1) an attention mechanism, which cal-
culates the attended feature vector for memory reading; 2)
a dynamic memory network, which maintains the target’s
appearance variations; and 3) residual template learning,
which controls the amount of model updating for each chan-

EAO (↑) Acc.(↑) Rob. (↓) EFO (↑)
LSART 0.3211 0.4913 0.9432 1.72
CFWCR 0.2997 0.4818 1.2103 1.80

CFCF 0.2845 0.5042 1.1686 0.85
ECO 0.2803 0.4806 1.1167 3.71
Gnet 0.2723 0.4992 0.9973 1.29

MCCT 0.2679 0.5198 1.1258 1.32
CCOT 0.2658 0.4887 1.3153 0.15

MemDTC* 0.2651 0.4909 1.5287 21.12
CSRDCF 0.2541 0.4835 1.3095 8.75

MemDTC 0.2504 0.4924 1.7730 20.49
SiamDCF 0.2487 0.4956 1.8659 10.73

MCPF 0.2477 0.5081 1.5903 0.42
CRT 0.2430 0.4613 1.2367 3.24

MemTrack 0.2427 0.4935 1.7735 24.27
MemTrack* 0.2416 0.5025 1.8058 24.74

ECOhc 0.2376 0.4905 1.7737 17.71
DLST 0.2329 0.5051 1.5667 1.89
DACF 0.2278 0.4498 1.3211 21.96

CSRDCFf 0.2257 0.4712 1.3905 15.05
RCPF 0.2144 0.5001 1.5892 0.42
UCT 0.2049 0.4839 1.8307 12.20
SPCT 0.2025 0.4682 2.1547 4.40

ATLAS 0.1953 0.4821 2.5702 5.21
MEEM 0.1914 0.4548 2.1111 4.12
FSTC 0.1878 0.4730 1.9235 0.96

SiamFC 0.1876 0.4945 2.0485 31.89
SAPKLTF 0.1835 0.4764 2.2002 31.65

ASMS 0.1687 0.4868 2.2496 130.02
Staple 0.1685 0.5194 2.5068 47.01

TABLE 4
Results on VOT-2017. See the caption of Table 2 for more information.
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Fig. 15. Ablation studies: (left) success plots of different variants of our
tracker on OTB-2015; (right) success plots for different memory sizes
{1, 2, 4, 8, 16} for positive memory slot, {1, 2, 4, 8, 16, 32} for negative
memory slot on OTB-2015.

nel of the template. To evaluate their separate contributions
to our tracker, we implement several variants of our method
and verify them on OTB-2015 dataset. The results of the
ablation study are presented in Figure 15 (left).

We first design a variant of MemTrack without atten-
tion mechanism (MemTrack-NoAtt), which averages all L
feature vectors to get the feature vector at for the LSTM
input. Mathematically, it changes (2) to at = 1

L

∑L
i=1 f

∗
t,i.

Memtrack-NoAtt decreases performance (see Figure 15 left),
which shows the benefit of using attention to roughly local-
ize the target in the search image. We also design a naive
strategy that simply writes the new target template sequen-
tially into the memory slots as a queue (MemTrack-Queue).
When the memory is fully occupied, the oldest template
will be replaced with the new template. The retrieved tem-

This is the author's version of an article that has been published in this journal. Changes were made to this version by the publisher prior to publication.
The final version of record is available at  http://dx.doi.org/10.1109/TPAMI.2019.2929034

Copyright (c) 2019 IEEE. Personal use is permitted. For any other purposes, permission must be obtained from the IEEE by emailing pubs-permissions@ieee.org.



JOURNAL OF LATEX CLASS FILES, VOL. 14, NO. 8, AUGUST 2015 13

plate is generated by averaging all templates stored in the
memory slots. This simple approach cannot produce good
performance (Figure 15 left), which shows the necessity of
our dynamic memory network. We devise a hard template
reading scheme (MemTrack-HardRead), i.e., retrieving a
single template by max cosine distance, to replace the soft
weighted sum reading scheme. This design decreases the
performance (Figure 15 left), most likely because the non-
differentiable reading leads to an inferior model. To verify
the effectiveness of gated residual template learning, we
design another variant of MemTrack— removing channel-
wise residual gates (MemTrack-NoRes), i.e. directly adding
the retrieved and initial templates to get the final template.
Our gated residual template learning mechanism boosts the
performance (Figure 15 left) as it helps to select correct
residual channel features for template updating.

In this paper, we improve MemTrack with two tech-
niques: distractor template canceling and auxiliary classi-
fication loss. Our newly proposed methods MemTrack*,
MemDTC and MemDTC* consistently outperform our ear-
lier work MemTrack (Figure 15 left). Without the auxil-
iary classification loss, MemDTC outperforms MemTrack
on both the precision and success plots of OTB-2013/2015,
which demonstrates its effectiveness of the distractor tem-
plate canceling strategy. When using the auxiliary classifi-
cation loss, MemDTC* has slightly better performance that
MemTrack* on OTB-2013, but slightly worse performance
on OTB-2015. It is possible that the discrimination ability
of the feature extractor (only a 5-layer CNN) limits the
performance gain of the auxiliary loss. We also note that
MemTrack* achieves slightly worse EAO than MemTrack on
VOT-2016/2017, while MemDTC* is better than MemDTC
on VOT-2015/2016/2017. On these datasets, the auxiliary
task cannot further improve the performance until the dis-
tractor template canceling scheme is used.

We also investigate the effect of memory size on tracking
performance. Figure 15 (right) shows the success plot on
OTB-2015 using different numbers of memory slots. For
MemTrack, tracking accuracy increases along with the mem-
ory size and saturates at 8 memory slots. Considering the
runtime and memory usage, we choose 8 as the default
number of positive memory slots. For our improved tracker
MemDTC, we keep the number of positive memory slot
fixed at 8, and change the number of negative memory
slots. The tracking performance increases with the number
of negative memory slot, and saturates at 16.

6 CONCLUSION

In this paper, we propose a dynamic memory network with
an external addressable memory block for visual tracking,
aiming to adapt matching templates to object appearance
variations. An LSTM with attention scheme controls the
memory access by parameterizing the memory interactions.
We develop channel-wise gated residual template learning
to form the positive matching model, which preserves the
conservative information present in the initial target, while
providing online adapability of each feature channel. To
alleviate the drift problem caused by distractor targets, we
devise a distractor template canceling scheme that inhibits
channels in the final template that are not discriminative.
Furthermore, we improve the tracking performance by in-
troducing an auxiliary classification loss branch after the

feature extractor, aiming to learn semantic features that
complement the features trained by similarity matching.
Once the offline training process is finished, no online fine-
tuning is needed, which leads to real-time speed. Extensive
experiments on standard tracking benchmark demonstrates
the effectiveness of our proposed trackers.
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